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Abstract: Students’ feedback is fundamental for the growth and development of higher education
institutions. Feedback and comments from students are an extremely useful and valuable source of
information that reflects the quality of education or educational services received by students. However,
the effective management of qualitative opinions of students is a challenge. Undeniably, many
organisations deal with quantitative feedback eftectively, while qualitative feedback is either manually
processed or ignored. This paper proposes an opinion mining or sentiment analysis system using a
stacking ensemble-based method. Furthermore, four base models, comprising various base-level
classifiers, including logistic regression (LR), support vector machine (SVM), multilayer perceptron
(MLP), and Naive Bayes (NB), predict the orientations as positive, negative, or neutral. The system has
been evaluated using performance metrics such as accuracy, precision, recall and F1l-measure; and
compared with similar models. Experimental results show that the four base-independent algorithms
yield the following classification accuracies: LR algorithm, 79.05%; SVM, 81.76%; MLP, 50.68%; and
Multinomial Naive Bayes, 50.68%. These forecasts can be used by Nigerian Public universities and
higher education institutions to improve the educational system and assist students to receive a better
and quality education.
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1. Introduction

Education is a key indicator of development and a key contributor to the well-being of humans. The
United Nations Sustainable Development Goals (SDGs), established in 2015, outline specific guidelines
for enhancing educational standards and protecting children's welfare. They emphasize that all
individuals should have access to high-quality education and opportunities for lifelong learning [17].
Moreover, one of the essential components of the educational system (teaching and learning) is students'
academic success as well as the quality of education, which indeed is the fourth of the UN's 17
Sustainable Development Goals (SDGs). Therefore, quality is without a doubt a great concern for the
global community's governments, businesses, civil society, higher education institutions (HEIs), and
government agencies [2-4].
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Over the last four decades, a much-debated and researched topic has been the role of student
teedback and assessment in improving learning and teaching quality. The relevance of assessment and
teedback has increased.

Significantly, these elements are now recognized as crucial to student happiness, which in turn
promotes increased motivation for academic success and ultimately academic advancement [5].

Feedback is one of the most important interventions in learning and education [67]. Feedback can be
conceptualised as the crucial link between teaching and learning [77]. In other words, Lawal et al. [87]
defined feedback in education as a type of learning that is usually conducted through assessment. But
Harvey [97 in his definition, describes feedback as "the expressed opinions of students about the service
received by the students." Moreover, feedback is an essential component of assessment for learning,
which, if used appropriately, can support students' learning and lead to substantial learning gains.
Likewise, if done as required, teachers and learners work in partnership to aid improvement. This, in
turn, implies that assessment in the teaching process has come a long way, and its effect reflects on both
learners and teachers. Feedback is a type of embedded assessment.

In education, assessments are used to collect information about student learning and achievement.
They can be formative or summative, quantitative or qualitative [107]. Feedback falls under the
formative type of assessment. It can be a student giving feedback about a teacher or vice versa. The
latter type of assessment (summative) is concerned with summarizing students' achievement status,
while the former (formative) is referred to as a process rather than a test to continuously monitor,
provide feedback, and respond to student learning progress [117]. In other words, formative assessment
is concerned with how judgment is obtained from the quality of student responses, which can be used to
sharpen their competence and generate results in performance to improve and accelerate learning.

Moreover, feedback is widely considered for several benefits. The integration of student feedback
into higher educational institutions (HEI) and their quality assurance processes is becoming
increasingly crucial. The quality of courses, as well as the practices, techniques, and resources used in
the classroom and laboratory, can be improved with the help of student feedback. Additionally, student
comments can boost an institution's reputation in the competitive global education market. Because of
this, Nair et al. (127 emphasized the importance of monitoring and reflecting upon the full spectrum of
student feedback to devise and implement the best quality assurance mechanism in engineering
education. In the same vein, Alade and Nwankpa [137] stated that educational institutions have long
worked to raise the standards of both student education and education in general. However, most
existing feedback systems on learning, according to Foltz and Rosenstein [147, are focused on
improving student writing skills rather than the knowledge development process.

In the same vein, student feedback allows teachers to understand students' learning behavior and
improve education. It enables students to highlight issues that may differ from their lecturer's view.
This occurs when students do not understand some of the lectures or instances, or when the instruction
is too fast or too slow. Feedback is usually collected, and the end unit is more beneficial in real time
[157. This is an entity about past behaviour from the statement to analyze the future and current
behaviour to achieve the desired result. It allows us to follow new knowledge and avoid repeating past
mistakes. In education, feedback plays an important role as many people want to know whether their
opinion must be serious or the most important in the decision-making process for higher education
quality. Feedback is the process of helping and assessing an organization on a monitor and
standardizing the overall working environment [167].

In addition, feedback is an essential part of communication. Feedback in education helps both
students and teachers strengthen the learning process and can help students improve their chances of
success [ 17]. FFeedback is a key element in formative assessment. It is an essential part of education and
training programmes. Feedback helps learners maximise their potential at different stages of training,
raises their awareness of strengths and areas for improvement, and identifies actions to be taken to
improve performance.
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Student feedback is essential for assessing and analyzing learning management systems, instruction,
pedagogical practices, and courses in the field of education [187. Thus, gathering comments after each
semester, educational institutions use student feedback questionnaires to capture their thoughts on the
courses they have taken that semester [197. The feedback includes both quantitative and qualitative
information, such as student demographics, course information, ratings, and comments. Quantitative
data can offer statistical insights into student feedback on the courses, while qualitative data analysis can
reveal students' intentions.

Technological advancements through the implementation of Artificial Intelligence (Al) and natural
language processing (NLP) methodologies have revolutionized industries such as healthcare and
education [20, 217]. Moreover, the improvement in technology has allowed students to explore new
fields. Subsequently, it has also helped to keep track of performance and improve the abilities of faculty,
with the opinions of students being helpful. Therefore, finding out the subjective meaning of opinions is
the major task. Sentiment analysis can be one way to do it. Sentiment analysis is contextual mining of
text that identifies and extracts subjective information in source material and helps to understand social
sentiment or opinion when monitoring an organization. NLP has to do with the building of
computational algorithms to automatically analyze and represent human language.

Students have not been taught to provide feedback on their learning over the years, particularly in
developing countries, and the few that do so are unfamiliar with the process; some of the opinions
provided have no bearing on their academic performance. However, efforts have been undertaken to
understand and improve students' learning experiences in various ways. A useful method of evaluating
instruction is to ask students about their experiences as students in higher educational institutions.
There are numerous methods for gathering student input, such as small group instructional diagnosis
(SGIDS), surveys, web questions, and open-ended feedback forms like FACETS [107]. For academic
bodies to achieve the intended results, it is not enough to just gather student opinions; instead, the
teedback must be carefully examined. We can better understand student feedback on their educational
experiences by dissecting and analyzing the remarks made by students. Any institution can use online
or offline feedback analysis methods to collect student feedback. As a result, participating in it can be an
effective technique to enrich and enhance students' knowledge. One of the most significant influences on
learning and success is feedback, yet this influence can also be very detrimental.

In today's digital world, the environment of the contemporary educational system is constantly
enhanced by the vast amount of data produced and shared each day across different platforms, such as
social media and learning management systems, much of which contains significant and useful
information as well as comments [ 8, 227]. These vast amounts of data are what data analysts leverage to
access views and opinions on various topics; hence, they predict business and social outcomes such as
stock returns, product sales, and the political outcomes of elections [28-257. Therefore, finding and
extracting the subjective meaning from opinions user-generated content and opinions from the
enormous volume of data is the major task that opinion mining and sentiment analysis can provide.

Sentiment analysis (SA), also referred to as opinion mining, subjectivity analysis, and appraisal
extraction, 1s described as a process that automates the mining of opinions, views, attitudes, and
emotions from text, tweets, speech, and database sources through NLP [267. Sentiment analysis uses
computer methods to examine how individuals feel and think about specific issues expressed in text
data. The idea behind sentiment analysis is to analyze a collection of text data to understand the opinion
or sentiment conveyed. This is typically achieved by determining the sentiment within the text and
assigning a positive, negative, or neutral value, known as polarity. The overall sentiment can often be
identified by the polarity's sign and classified accordingly. Therefore, sentiment analysis has a
significant impact on texts containing emotions or dispositions of any kind.

Research has demonstrated that using student feedback to assess teaching and learning improves
the provision of high-quality instruction. Moreover, a variety of manual techniques, including audience
response, questionnaires, and polling, have been employed to evaluate the opinions that students have
supplied. However, the existing approach, which involves manually assessing and handling qualitative
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as well as formative remarks or opinions of thousands of students, is ineftective and presents a difficult
issue in the education arena (HEI). This is because it could result in arbitrary and inconsistent
interpretations, thereby decreasing the accuracy and consistency of the findings. Similarly, the manual
approach is vulnerable to human error, primarily due to tiredness from performing repetitive tasks
manually. Therefore, the need for a computational model that analyzes the opinions given by students
and polarizes the results for decision-making emerges in the context of mining and evaluating
university students' informal remarks.

There have been various approaches that have been employed for solving students' feedback
problems using opinion mining [27, 287. These include methodologies such as Naive Bayes (NB). For
example, Amusa et al. [297] and Alade and Nwankpa [[137] addressed the challenge of obtaining feedback
from education using sentiment analysis. However, other methodologies such as K-nearest neighbor
(KNN), support vector machine (SVM), decision tree, regression, and others have been employed to
predict student performance and their feedback. However, innovative and economical methods,
according to Ngwira et al. (807, are required by researchers to effectively assess students' reviews and
process them efficiently.

The main objective of the study is to develop a stacking ensemble model for students' feedback
prediction with multiple predictors, to examine the existing research related to the performance of
students' feedback models, and to test and validate the proposed model using various performance
metrics. Specifically, four machine learning models, Linear Regression (LR), Support Vector Machine
(SVM), Multilayer Perceptron neural network (MLP), and Naive Bayes (NB) were used as base learners
due to their high popularity and good performance in previous studies. A dataset from a higher
educational institution was used, partitioned into training and test data, and the model was implemented
using the Python programming language.

The rest of the paper is organized as follows: Section 2 presents the literature review and related
work in the field of sentence-based sentiment analysis. In Section 3, the paper presents the proposed
model and discusses a detailed methodology for accomplishing the task of mining students' feedback, the
evaluation metrics, and sentiment prediction. Experiments, results, and discussion are presented in
Section 4, including the comparison of model performances, the examination of the performance at
different time scales, and the discussion of prediction results. Section 5 concludes the paper with future
directions.

1.1. Background
1.1.1. Machine Learning

This is the field of study that analyzes or examines the use of computational algorithms and converts,
changes, or transforms empirical data into usable models [817. Therefore, it is considered a
multidisciplinary and interdisciplinary field of artificial intelligence, which includes the following
domains: mathematics, data mining, natural language processing, computer science, and deep learning
[827. ML techniques can be either supervised, unsupervised, or semi-supervised, and they use language
teatures and well-known ML algorithms to categorize opinions into positive or negative sentiments.
The lexicon-based method is a set of words or phrases that express information about positive or
negative polarity. Compared to the ML methodology, the lexicon-based method is simpler to
understand and implement. However, it is restricted by the requirement of engaging people in the text
analysis process, as shown in Figure 1. The hybrid method includes both lexicon-based and machine-
learning techniques.
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Figure 1.

Classification of Sentiment Analysis methods.
Source: Medhat, et al. [337 and Bhavitha, et al. [347].

1.1.2. Supervised Learning

The supervised ML method is used for making predictions of labelled data, according to Qureshi et
al. [857, where the model is examined and trained depending on the necessary attributes or properties,
and then tested using unlabeled data. As a result, the model learns during training and uses that
information during the test stage with actual data [867]. The two methods of supervised learning that
can be applied, depending on the available data, are classification (intended for discrete binary data) and
regression (for continuous data).

In addition, the classification approach uses the category or class objective value to predict similar
data. Hence, a classification algorithm balances input data so that the output is accurate, making it a
necessary method for all types of data classification, including images and data mining [877]. There are
numerous methods for classifying data in ML, such as KNN, Bayesian networks, decision trees, gradient
boosting, neural networks, logistic regression, random forests, and many more for student performance
and feedback predictions [387.

In this work, a decision-making process is presented where multiple opinions are weighed before
making a final choice. Here, the results from various trained classifiers are integrated or combined to
reach the ultimate conclusion. These approaches include creating several classifiers and then combining
their outputs using joining criteria. This combination of classifiers' outputs greatly enhances the model's
performance. In the experiment, four algorithms, namely Artificial Neural Network (ANN), Logistic
Regression (LR), Support Vector Machine (SVM), and Naive Bayes (NB), are selected as base-level
classifiers.

Edelweiss Applied Science and Technology
ISSN: 2576-8484

Vol. 9, No. 10: 1149-1180, 2025

DOL: 10.55214/2576-8484.v9110.10606

© 2025 by the authors; licensee Learning Gate



1154

1.1.8. Artifictal Neural Network: Multi-layer Perceptron (MLP)

ANN has emerged as one of the most popular ML techniques as a nonlinear fitting method [397
because of its benefits of simple training, flexible structure, and variable training parameters, extreme
learning machines (ELM), backpropagation neural networks (BPNNs), general regression neural
networks (GRNNs), and other ANN techniques, such as MLP, are now available due to algorithmic
breakthroughs. MLP, being a supervised machine learning technique, is a typical ANN design used in
this study. MLP is a feedforward network made up of an input layer, one or more hidden layers, and an
output layer. External data is received by the input layer, and the output layer generates or produces the
finished product. Between the input and output layers are neurons in the hidden layers, which offer
nonlinearity functions. By using more hidden neurons or layers, more complicated or complex issues or
problems can be solved as well, and adequate predictions can be achieved. This is because the hidden
layer or layers in between are highly networked with neurons, which are computing units that process
information linked together by weights. Moreover, the neural network, in terms of MLP, has been
developed for the current issue because the target variable contains more than two classes and is a
classification problem. Each neuron uses an activation function (the activation function for the hidden
layer is hyperbolic tangent, and for the output layer, it is softmax) that processes a linear combination of
inputs to yield outcomes in a non-linear transformation, with a displayed accuracy of about 81%. The
mathematical description of this procedure is given in (1). MLP uses a set of attributes like x and a
target y, which can learn a non-linear function estimator for classification.

fG):RpmA = Ry

(1)

1.1.4. Support Vector Machine

SVM is a type of machine learning algorithm that is widely used for the collection of linear predictor
functions that have been used to solve problems of function determination. It is a supervised machine-
learning technique that can be used for both regression and classification applications, including multi-
class classification. The key aspect of this method is explaining how independent and dependent
variables relate to one another [407]. In this study, the classifier uses a different loss function from
logistic regression, with the kernel mathematical machine function being utilized for data
transformation in the SVM model. However, the optimal separating hyperplane is that which the SVM
model seeks to identify. After the individual SVM datasets were converted to a high-dimensional feature
space, a hyperplane was produced using the training datasets. The mathematical description is given in
Equation 2.

fGx) = sign (w'x; + b)
(@)
While the functional margin is:
Yi=(wTx; +b)
(5)

Where w is the decision hyperplane normal vector, T is the data point, and 7 is the class of data
(which is +1 or -1). Since the study deals with linear data, that is, it is not data that can be clustered into
different groups, this leads to the use of a linear kernel in such an SVM learning algorithm. Hence, it
provides high accuracy and good theoretical overfitting if the appropriate kernel is applied. However,
the SVM is not sensitive to noise, where a small number of mislabelled examples can reduce the
system's performance.

1.1.5. Logtstic Regression (LR)
LR is one of the most used machine learning techniques for binary classification. It is also a
multivariate data analytic model (linear and binary) that predicts the presence or absence of an attribute
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or result based on the values of a collection of predictor variables. However, the LR model is robust to
noise, and overfitting can be avoided in the feature selection process. Therefore, in this work, LR is
regarded as a likelithood relevant to this investigation, as the variables do not have a normal
distribution. In addition, the logistic function is given by the equation.

1.1.6. Naive Bayes (NB)

This is a probabilistic classifier that works on Bayes' theorem of probability to predict the class of
unknown datasets. In the Naive Bayes (NB) classifier, the presence of one feature in a class is unrelated
to any other feature in the dataset. As a result, it is simple to implement with many counts. The NB
algorithm has three different varieties, and it is worth noting that the variations of this algorithm yield
different results. Although there are three variations of NB: (1) Multinomial Naive Bayes (MNB), (2)
Bernoulli Naive Bayes (BNB), and (3) Gaussian Naive Bayes, the multinomial MNB is applied in this
work because of the multiple occurrences of words or discrete frequency counts, which are essential in a
classification problem. The model of NB is described as follows:

P(label) = P(features|label)

P(labels|features) = P(features)

(4)

P(Y)*P(Xy,..., Xp|Y)
P(Xy, ..., Xn)

P(Y|Xy, .. Xy) =

(%)

Where P(label) is the prior probability of the label occurring;

P(features|label) is the prior probability of a given feature being classified as that label;
P(features) is the prior probability of a given feature set occurring
P(labels|features)is the probability that the given features should have that label.

N,
P(c) =—
oW (6)

Where P(c) is the probability of the class

N.is the total count of a particular class in the training set
N is the total count of classes in the training set

Hence, Conditional independence is evaluated as follows

count(w,c) +1

PWIC) count(c) + |V|

(7)
Here, P(W|C)
W is the word attribute, and c is the class
count w, ¢ is the total count of words attributes occuring in the class
+1 is the Laplace function
Count c is the total number of word attributes in a particular class
| V| is the vocabulary
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1.1.7. Ensemble Method

An ensemble is a classification technique that reuses one or more classification algorithms for
robustness with multiple models or the same method for different parts of the data. In other words, an
ensemble is a type of hybrid learning system in which multiple (base classifiers) analytics are
intelligently coupled or combined to generate better results than single analytics can offer (more
accurate, more robust, etc.). Even though certain ensemble classifiers may perform poorly, overall
prediction quality is guaranteed. These methods have been an exceedingly powerful expansion of data
mining and machine learning techniques, which synthesize manifold classifiers into a single, more
accurate model. Furthermore, an ensemble model is built with two major goals while blending
predictions from multiple models. The foremost intent is to augment the prediction accuracy of a model
generated by hybridizing multiple classifiers over a single base classifier. Secondly, to minimize the
overfitting problem in base classifiers and subsequently boost the classifier's stability and prediction
accuracy. The fundamental standard is that an ensemble method can choose a set of instances from a
wide spectrum of hypothesis sets and blend their predictions into a single prediction [417]. However,
there are various ensemble techniques or meta-algorithms such as stacking, bagging, voting, and
boosting. Rahman and Tasnim [427 described the base classifiers as individual or single classifiers,
which are exploited or employed to construct the meta-classifiers. Yet, ensemble classifiers have been
tound more effective in the growth or development of educational data mining and machine learning
models, particularly in evaluating student academic performance, thereby producing significant results
than individual classifiers [437. In this study, however, the stacking ensemble technique is used.

1.1.8. Stacking IEnsemble

The stacking ensemble method is a variant of the voting approach in which various independent
model types are built using the same training data. However, the independent models are all combined
using a different machine learning model for three-group classification problems. It is a machine
learning algorithm as a whole that is used to increase accuracy by combining predictions from multiple
base-level learners into one general prediction using a higher-level base meta-learner algorithm [447. It
is well known that ensemble techniques can lower estimator variance, which enhances the accuracy of
predictions. To increase the accuracy of averaging, various randomization or data augmentation
techniques are frequently used to encourage a wide variety of predictions. The ensemble prediction is
denoted in equation 8.

ht:jt.svmt + nnt + Ir® + nbt

(8)

Where ht is the ensemble predictor used to make a prediction of zt based on the weighted results of
SVM, NN, LR, and NB. The weight vector jt is associated with the support vector machine result set,
the weight vector w is associated with the neural network result, nott and the weight vector nott is
associated with the naive Bayes result rt.

2. Literature Review
2.1. Sentiment Analysis in the Education Domain

SA is a task that concentrates on identifying polarity and feelings about a subject or an event.
Finding people's opinions, identifying the sentiments they convey, and categorising them as positive,
negative, or neutral are the general goals of sentiment analysis. Additionally, sentiment analysis
systems search, retrieve, and synthesise knowledge and opinions from large amounts of textual data
using natural language processing (NLP) and machine learning (ML) approaches [457]. Massive open
online courses (MOOC:s) in particular have drawn a lot of attention to research on sentiment analysis,
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which is the process of identifying sentiment words and phrases that represent emotions [46, 47 .
Sentiment analysis is a method that can be used to get the user's most crucial information.

The most essential information for the user can be extracted from plain text data using the approach
of sentiment analysis. This has sparked an increase in research in the areas of opinion mining and
sentiment analysis to create algorithms that can automatically analyze text passages or user evaluations
and extract the data that is most pertinent to the user. Additionally, there has been a recent increase in
studies in the fields of machine learning and NLP, particularly in education. These methods can be used
to mine insights from evaluations. However, to guarantee consistency, it is important to create a
roadmap for analysis that can be credible, reliable, and accurate.

There has recently been an increase in studies in the fields of machine learning and NLP,
particularly in the area of education. These methods can be used to mine insights from evaluations.
However, to guarantee consistency, it is important to create a roadmap for the analysis that is credible,
reliable, and accurate. This research suggests a paradigm for examining students' comments. The
framework utilizes existing machine learning, deep learning, and NLP methods. Among these
approaches, ensembles have emerged as a successful paradigm for examining students' feedback [437].
However, based on earlier research, it is understandable that there have been only a few attempts to use
ensembles in academic settings.

Sentiment analysis presents the ability to extract student opinions with their sentiment orientation
at the document level, phrase level, entity level, and aspect level [48, 497]. However, Pathak and
Warpade [507 asserted that opinions can be categorized into positive, negative, or neutral opinions.
Sentiment analysis is performed for the entire text document at the document level. In addition,
sentiment analysis at the document level is generic in that it does not provide the polarity score for
individual reviews and evaluations contained in the text document. Hence, it is a shallow analysis that
just provides an overview. Moreover, sentiment analysis at the sentence level is more in-depth
compared to the sentiment analysis conducted at the document level. This is because sentiment polarity
scores for each sentence in the document are computed in the text. In addition, entity-level sentiment
extraction combines entity and sentiment analysis. Aspect-based sentiment analysis examines various
data categories in a comment at a finer level and determines the sentiment orientation of each data
category [517]. However, aspect-based sentiment analysis (ABSA) is a subfield of NLP that focuses
specifically on sentiment targets known as aspects within a sentence [527. It is more granular than
document- and sentence-level sentiment analysis and, therefore, more complex to implement [27].

Dolianiti et al. [537 evaluated the effectiveness of five commercial sentiment analysis technologies
at the document and sentence levels: IBM Watson Natural Language Understanding, Microsoft Azure
Text Analytics API, Opinion Finder 2.0, Repustate, and SentiStrength. In the study, the authors used
two educational datasets from the learning management system (LMS) containing student forum posts
from two courses over a semester. Additionally, two alternative versions of the dataset's forum posts'
sentiment orientation were manually annotated at the document and sentence levels. Consequently,
SVM and k-fold cross-validation (CV) methods were used to construct four education domain tools, two
for each course. According to the study, in one of the courses, educational domain tools outperformed
commercial tools in terms of document and sentence quality.

Several studies have focused on predicting student performance while considering various variables
such as income, family history, demographics, grades, and courses. Additionally, numerous research
projects have been approved in this field to identify the variables necessary for modifying students'
teaching and learning behaviors. The goal of the research study undertaken was to identify, detect, and
estimate variables to understand students' learning behaviors by Kastrati et al. [227].

Previous studies on opinion mining have generally investigated an individual ML method with a
single structure, demonstrating their respective superiority. Considering that feedback is affected by
different factors, as well as that it shows different statistical characteristics, the individual ML model
with a specific structure possesses limited ability to present the complex relationship between student
teedback and diverse predictors in varying situations and circumstances. In recent years, ensemble
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learning methods, which can combine multiple ML models, have shown their advantages. The stacking
ensemble model is a popular one among them [547. Stacking is a specific type of ensemble learning that
can take advantage of different base model structures to generate theoretically more promising
predictions [557]. However, Hutto and Gilbert [567] show that the majority of machine learning
algorithms have limitations. To begin with, these methods frequently need large training datasets to
represent different aspects. As a result of their extensive memory requirements and lengthy processing
times, the approaches are frequently computationally expensive. Third, it is more difficult to modify,
expand, or generalize the features that were retrieved from the text since they are difficult to interpret.

2.2. Related Work

A considerable amount of literature has been published on the use of machine learning techniques,
particularly for predicting student opinions from their feedback in the academic world, including [57]
presented an experiment using machine learning open-source data mining software tools, although no
single tool consistently achieves the best results. The study aimed to improve SVM models on
benchmark datasets from the Pang and Taboada corpora. SVM was selected for classification because it
performs well in text classification and can handle large feature sets. The evaluation metrics included
I 1-measure, accuracy, and AUC (Area Under the ROC Curve). The study concluded that n-gram and
bi-gram models have lower performance compared to the unigram model for both datasets. However,
the experiment did not consider embedded feature extraction methods. Some models achieve better
results more frequently than others.

Breiman [557 discussed faculty performance evaluation using a document-level sentiment analysis
approach. In the study, a pre-processed dataset of about 5000 comments was used to train two machine
learning classifiers, SVM and Naive Bayes (NB), which had accuracy rates of 72.8% and 81%,
respectively. Chatterjee and Chakma [587 compared the sentiment classification of student feedback
questions at the sentence level and token level for different classitiers. The data obtained was classitied
using a supervised learning algorithm. The authors classified the questions in the form of natural
language text using sentiment analysis methods. Additionally, feature extraction was performed with
RapidMiner, and a standard POS tagger was used to tag all tokens. Different classifiers were employed
at both the sentence and token levels. The results of the comparison showed that token-level sentiment
analysis using a Decision Tree (DT)-based classifier yields improved results.

Furthermore, the cosine similarity method was used by Sivakumar and Reddy [597 to assess the
semantic similarity of aspect terms and student opinion sentences. The data for the study was collected
from the Twitter API, preprocessed, and the comments were categorized at the phrase level into seven
elements. In an attempt to classify the texts into various features, three machine learning algorithms,
namely decision trees, SVM, and NB, were applied. SentiWordNet, a lexicon-based technique, was used
to attribute the sentiment orientation of subjective phrases after parts-of-speech (POS) tagging was
used to extract them. To identify one or more features of the sentences and categorize their polarity as
positive or negative sentiment, [437] performed a sentence-level analysis. IFor aspect extraction, the
authors combined SVM, a cascade classifier, and rule-based approaches. The sentiment was also
identified.

There are various methods to implement SA, and one of them is ML. However, many ML methods,
including NB, SVM, neural networks, and k-nearest neighbor, have been employed to analyze student
comments, Aung and Myo [607]. Dhanalakshmi et al. [617] emphasized that SVM is the best method for
categorizing sparse text data, whereas neural networks use many layers of neurons to classify text, and
KNN use Euclidean distances to evaluate the likelihood that a given text belongs to a specific feature.
According to several studies, Zimbra et al. [237]; Altrabsheh et al. [627] and Balahadia et al. (637, neural
networks are the ideal method for opinion mining.

El-Halees [647] investigated how opinion mining may offer an alternative way to improve course
evaluation using students' attitudes posted on Internet forums, discussion groups, and/or blogs, which
are collectively called user-generated content. The author proposed a model to mine knowledge from
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students' opinions to improve teaching effectiveness in academic institutions, to achieve the purpose of
the study. About 4957 data points were collected from discussion posts, pre-processed (data cleaning,
removal of tags, non-textual contents, and stop words, tokenized, normalized, and stemmed, vectorized)
and feature extraction was performed. Additionally, three machine learning methods, Naive Bayes (NB),
KNN, and Support Vector Machine (SVM) were applied to classify opinions as positive or negative for
each student's posts. The opinion classification was evaluated based on three performance metrics:
precision, recall, and I'-measure, and later compared with manually evaluated scores. With a precision of
77.58%, the study concluded that the NB method has better performance than the other two machine
learning methods. Similarly, with a recall of 82.28%, SVM has better performance. However, overall,
NB has the best I'-measure with 77.83%.

Altrabsheh et al. [65] investigated difterent combinations of machine learning techniques, features,
pre-processing levels, and the use of neutral classes for analyzing real-time students' feedback. About
1036 data points were collected from each student, with their distribution as 641 positive, 292 negative,
and 103 neutral. Furthermore, the data collected was labeled by three experts, two of whom were
linguistics experts. The reliability of the labels' inter-rater reliability was calculated, and the percentage
agreement reached was 80.6%, the Ileiss kappa was 0.625, and Krippendorff's alpha was 0.626. Nearly
all models performed better when pre-processing was applied, which was expected. However, some
interesting exceptions include that unigrams gave high performance in several models; unigrams
combined with bigrams performed well for Conditional Naive Bayes (CNB), and trigrams performed
relatively well with Maximum Entropy (ME). All methods except Naive Bayes (NB) had relatively high
accuracy, with the SVM linear kernel achieving the best performance at 95% and the SVM radial basis
kernel the second best at 88%. Similarly, precision, recall, and F-score are high in both SVM and CNB
models but low in NB and ME models. SVM and CNB also demonstrated good performance when the
neutral class was considered.

In the study of predicting student performance in higher education, Jindal and Borah [667] used
various decision tree categories, such as C5.0, C4.5-A1 and C4.5-A2 [107]. Implemented the framework
as a prototype system, Student Feedback Mining Systems (SFMS), and tested it on selected courses
using the topic extraction and sentiment extraction stage methodology. During the sentiment
extraction stage, the labeled data was labeled manually for training and tested using the Lingpipe tool
that adopts a logistic regression approach. Generally, the sentiment extraction stage achieved a
precision of 80.1%, recall of 86.4%, and an I-score of 83.5%, which is significantly higher than the
IMDb-trained classifier.

Menaha et al. [157] proposed a student feedback mining system using text analytics and sentiment
analysis methods. In the study, the authors provided a deep analysis of qualitative feedback received
from students to improve the student learning experience. In the experiment, feedback comments about
each topic were collected and grouped into clusters, along with other data preparatory steps such as text
processing to preprocess and clean the raw data, and features were extracted from the preprocessed
documents. Additionally, the comments were classified using a sentiment classifier, and visualization
techniques were applied to represent students' views. The results of the experiment showed that the
frequency of each word was identified, and the topic with the highest frequency count was extracted.
Similar comments within each topic were clustered, and the clustered words were classified into
different orientations as negative and positive. Moreover, the classified comments were represented
using charts for easy visualization. However, the feedback mining system built can also adopt semantic
similarity to achieve the best results.

Kandhro et al. [677] proposed the SA model for enhancing the standard of instruction in HEI using
a variety of ML techniques, including SVM, Multinomial Naive Bayes, Random Forest, MLP Classifier,
and Stochastic Gradient Descent. The study was successful in comparing various SA models to identify
the best model for examining student feedback data in the classroom. Jena [687] conducted a study to
examine sentiment polarity from students' views and model students' emotions (Anxiety, Amused,
Confused, Enthused, Excited, Bored, Frustrated, etc.) using machine learning techniques such as
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sentiment classifiers, Naive Bayes (NB), and Support Vector Machines (SVM) based on big data
frameworks. Suppala and Rao [697] proposed and developed a sentiment analysis model with the
Natural Language Toolkit (NLTK) on a dataset containing tweets, using the Naive Bayes algorithm.
The results showed the probability of each tweet being either positive or negative.

[707] proposed a method to predict student success/performance in an online learning environment.
The method divides the mathematical material in an online math learning platform into activity scopes,
which are then used to train classifiers such as Random Forest, Logistic Regression, Decision Tree with
AdaBoost, Naive Bayes, k-Nearest Neighbours, and Stochastic Gradient Descent. Finally, an ensemble
of these classifiers was utilized to predict student performance, and the accuracy rate was 73.5%. Adejo
and Connolly [717] Used decision trees, support vector machines, artificial neural networks, and a
stacking ensemble approach to predict student performance. The accuracy, recall, precision, and root
mean square error (RMSE) scores for the stacking ensemble are superior to those of the base classifiers.

Kumari et al. [727] used K-Nearest Neighbour (KNN), Iterative Dichotomiser 3 (ID3), Naive Bayes,
and SVM as classifiers to assess the impact of student behaviour characteristics on students'
performance. Similarly, the authors employed the group strategies of bagging, boosting, and voting. In
comparison to the greatest accuracy value of 88.3% for the standalone classifier (ID3), the voting
ensemble approach yielded a value of 89.0%. In a related study, Ajibade et al. [737] proposed a novel
model for predicting student success based on data mining techniques and students' new behavioral
characteristics. The experience of learners is connected to these behavioral characteristics. The
proposed model in this instance made use of a variety of classifiers, including KNN, SVM, and Decision
Tree.

Ensemble approaches are also applied to classifiers to enhance their performance. These methods
include Random Forest, Bagging, and Boosting. The highest accuracy for ensemble approaches was
91.5%. The works being discussed use ensemble approaches to produce encouraging outcomes.
Comparatively, these ensemble approaches yield better results than individual classifiers. According to
our research, there is no information in the literature regarding how to choose and combine classifiers
for ensemble modeling. It appears to be a random strategy for this combination because there is no
clearly defined method for combining classifiers to improve outcomes. In this paper, we propose
ensemble strategies that combine independent and supportive algorithms from the family of machine
learning classification algorithms. In earlier investigations, this kind of algorithmic and ensemble
technique integration was not observed.

Zounemat-Kermani et al. [747] asserted that using ensemble strategies is preferable to using
individual machine learning models during their experiment in the hydrological domain. To anticipate
mid-term streamflow, Li et al. [75] used SVR, RF, Elastic Net Regression (ENR), and Extreme
Gradient Boosting (XGB). It was discovered that the stacking strategy enhanced the capability of
individual models. When Wang et al. [767] compared the stacking model to individual models for
predicting beach water quality, they discovered that the stacking model was the most reliable for
predicting three beaches over five years. The promise of stacking ensemble models in students' feedback
prediction has, however, received less attention.

Kesavaram et al. [ 777 proposed a customer feedback evaluation system for a particular product. The
proposed approach provides a new Score Calculation Algorithm (SCA) method for score calculation
based on various features from customer opinions. The methodology was implemented and tested in the
Canon digital camera feedback dataset. In the feedback system, ontology-based feature extraction and a
newly proposed score calculation method are used to evaluate customer feedback into positive and
negative classes and rank their feature performances based on customer reviews. The sentiment analysis
system developed is used to classify the comment data into optimistic and pessimistic categories to
evaluate the overall performance of the product. Similarly, the SentiWordNet opinion word lexicon was
adopted to facilitate identifying opinion-correlated words in the document. The performance estimation
results show that the average accuracy of correctly classified features was found to be 81.11%.
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Nasim et al. [787] presented a combination of machine learning and lexicon-based approaches for
sentiment analysis of students' feedback. In an attempt to grasp the sentiment polarity expressed in
textual feedback by a student, the authors employed a hybrid approach to build the predictive model for
sentiment analysis. The authors collected an unstructured textual dataset comprising 1230 comments
extracted from the institution's educational portal. The dataset was preprocessed using Python NLTK
libraries and manually labeled with sentiment polarity labels. The labeled data was partitioned into
training and testing datasets on which feature extraction methods such as unigrams, bigrams, TF-IDF,
and lexicon-based features were applied. The hybrid model was further trained using Random Forest
and SVM algorithms, respectively. Results revealed that the best-performing model was achieved using
TF-IDFE and a domain-specific sentiment lexicon. However, the approach used in the study is limited to
the computation of the overall sentiment of the student feedback.

Sultana et al. [797] presented a prediction of sentiment analysis on educational data based on the
deep learning approach. In an attempt to accomplish the objective, a study on the comparative analysis
of eight classifiers, namely SVM, MLP-Deep Learning, K-star, Bayes Net, Simple Logistics, Multi-class
Classifier, Decision Tree, and Random Forest, was conducted on the dataset obtained from the
Kiteboard 360 dataset repository to predict students' performance. In the same vein, ten-fold cross-
validation was performed. The results indicated that SVM and MLP-Deep Learning were the best-
performing learning methods, achieving 78.75% and 78.33% accuracy, respectively, as well as good
performance in terms of their specificity, sensitivity, and ROC curve area. Ramadhani and Goo [80]
compared the Multilayer Perceptron (MLP) and Deep Learning (DL) and achieved 52.60% and 75.03%
test accuracy, respectively.

Altrabsheh et al. [657] employed an ensemble stacking approach and base classifiers, namely J48,
Random Forest, and Random Tree to evaluate student performance with the aim of enhancing results.
To corroborate the improvement, the SMOTE technique was applied. The findings revealed that the
accuracy obtained from the base classifiers was 95.65%, while stacking Corollary achieved 95.96% and
96.11% using the SMOTE technique.

Olabode et al. [81] summarized research on the application of stacked ensemble learning
approaches in developing a model for diagnosing head and neck cancer. The stacking ensemble method
was selected, combining multiple classifiers, namely decision tree (C4.5), KNN, and Naive Bayes, via a
meta-classifier, logistic regression, with cross-validation applied. When logistic regression was used at
the meta-level on the reduced dataset, the results indicated that the chi-square method in a stacked
ensemble model produced better predictions than the consistency method. The chi-square feature
method on a stacked ensemble model can be used for the prediction of head and neck cancer. Iyanda and
Abegunde [827] employed the ensemble approach (SVM, NB, and LR) to detect sentiment from Yoruba
sentences at the sentence level to extract users' opinions. The results show that Naive Bayes
outperforms other algorithms in sentiment analysis for Yoruba sentences.

Kavitha and Kumar [837 discussed how sentiment analysis can be performed on the feedback
collected in a learning management system to advance the teaching and learning process. This work
presents the experimental results obtained after a comparison of various feature selection methods such
as Chi-square, Information Gain, Mutual Information, and Symmetrical Uncertainty. Lalata et al. [84]
proposed an ensemble learning approach of five machine learning algorithms, such as Naive Bayes,
logistic regression, support vector machine, decision tree, and random forest classifiers, based on the
majority voting principle. In the study, for each semester, student comments were compiled, and the
sentiment of each comment was manually classified as positive, negative, or neutral. The authors
performed individual classification and ensembled the classifier output. The authors used individual
classification and combined the results of the classifiers. All model ensembles obtained accuracy, F1-
score, and recall of 90.32%, 93.80%, and 90.86%, respectively, according to the results.

Sengar et al. [287] investigated the needs of teachers and students. In an attempt to predict student
teedback coupled with the availability of a vast amount of educational text and speech data, the author
applied the NLP approach, particularly the NLTK and Random Forest techniques. In the study, the
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author collected student feedback about classrooms, exams, and laboratory facilities. The results
revealed that the collected data was analyzed to be positive, negative, or neutral, which eventually
helped in improving the performance of the institution and the institution's learning and teaching
experience.

Wook et al. [857] investigated how data from students' feedback can be analyzed to give accurate
results compared to the use of questionnaires. In an attempt to achieve this aim, an opinion mining
(OM) teedback system, known as OM Feedback, was developed. However, only a small number of
studies have utilized these features to enhance the ability of the opinion-mining technique to analyze
students' feedback. Based on these reasons, this study has developed a new system to analyze students'
teedback, known hereafter as the OM Ieedback system. Katragadda et al. [867] explored opinion mining
using supervised learning algorithms to find the polarity of student feedback based on predefined
teatures of teaching and learning. In addition to providing a step-by-step explanation of the
implementation process of opinion mining from student comments using the open-source data analytics
tool known as RapidMiner, this paper also presents a comparative performance study of algorithms such
as SVM, Naive Bayes, KNN, and Neural Network classifiers. The opinion mining system was
implemented using the Python programming language. Consequently, the results showed that neural
networks achieved a performance accuracy of 88%, demonstrating better performance concerning
various evaluation criteria for the different algorithms applied.

Ahamad and Ahmad [407 employed individual machine learning algorithms and ensemble methods,
particularly stacking and voting ensembles, to predict feedback from students' assessments using the
WERA tool. The study indicated that the individual machine learning algorithm, notably the multilayer
perceptron (MLP), achieved the highest accuracy ot 92.30% compared to other algorithms. Additionally,
these individual algorithms were combined to form a stacking ensemble (Fuzzy, Neural Network, Naive
Bayes, Random Forest, MLP). Qaiser et al. [87] employed sentiment analysis (SA) predict people's
opinions on any topic of interest. The authors reviewed and compared several opinion mining
techniques, including machine learning methods such as Naive Bayes (NB), Decision Tree (DT),
Support Vector Machine (SVM), and deep learning. These ML techniques were applied to a single
dataset to compare their performance in terms of accuracy. The study found that deep learning
performed the best with 96.41% accuracy, followed by NB and SVM with 87.18% and 82.05%,
respectively. Decision Tree performed the poorest with 68.21% accuracy.

Nidhi et al. [887 discussed the comparative analysis of heterogeneous ensemble learning using
teature selection techniques for predicting student performance. The author employed a hybrid or
heterogeneous approach of correlation attribute evaluation, ensemble learning, namely stacking, voting,
and multischeme, in conjunction with seven other machine learning algorithms to improve accuracy.
The results were validated using the K-fold cross-validation method to evaluate the performance of the
classification algorithms.

Verma et al. (897 proposed a scalable machine learning-based ensemble approach to predict student
performance to enhance the accuracy of identifying students at risk. The author employed five single-
supervised machine learning techniques: Decision Tree, Naive Bayes, k-nearest neighbor, Support
Vector Machine, and Logistic Regression (ensemble model) that integrates the most suitable data
mining technique. Furthermore, the performance of the algorithms was evaluated with and without
resampling methods such as Synthetic Minority Oversampling Technique (SMOTE), Borderline
SMOTE, SVM-SMOTE, and Adaptive Synthetic (ADASYN). However, the Random Hold-Out method
and GridSearchCV were used as model validation techniques and for hyper-parameter tuning,
respectively. The results indicated that Logistic Regression was the best-performing classifier across all
balanced datasets generated using the four resampling techniques, achieving the highest accuracy of
94.54% with SMOTE. Additionally, to improve prediction results and enhance scalability, the most
suitable classifier was integrated using bagging, resulting in an accuracy of 95.45%. Roaring et al. [907]
examined the connection between the numerical evaluation of teacher performance and the real
opinions, sentiments, and observations.
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Gebashe et al. [917] proposed a two-part faculty assessment system built on machine learning and
text analytics. Postgraduate students' qualitative and quantitative evaluations regarding their faculty, as
well as information about student and teacher characteristics, were recorded using a standardized
questionnaire. Sentiment analysis was used to analyze the qualitative input and convert the text
teedback into polarity scores. Depending on the faculty and the length of the response, the polarity of
the words and sentences in the qualitative feedback varied. Students were highly emotionally engaged
by faculty members who employed case studies, practical experiments, and real-world analogies. Ten
different machine learning algorithms were used to predict professor effectiveness based on the polarity
ratings of the qualitative and quantitative evaluations. The random forest model was the best among all,
outperforming others with high accuracy, precision, and area under the curve, achieving 98.87%,
97.71%, and 97.32%, respectively.

3. Methods and Materials

This section discusses the approach used to achieve the study's goals of developing a stacking
ensemble model for students' feedback prediction with many predictors, as illustrated in IFig. 2. The
methodology also comprises the following stages: dataset collection, cleaning, preparation, pre-
processing, data balancing, partitioning (training and testing of data), cross-validation, and model
development, implementation, and evaluation. Additionally, the ensemble methods and a mixture or
combination of machine learning algorithms for creating an efficient ensemble approach are provided.
Finally, a model was created to improve prediction accuracy by comparing the outcomes.

3.1. Proposed Model

In this paper, both stacking ensemble classifiers and independent machine learning classification
techniques are employed across the educational dataset about HEI. The stacking ensemble in the
current study comprises various base-level classifiers, including LR, SVM, MLP, and NB, whose
outputs are combined to produce an improved prediction result. Moreover, the filtered dataset was
obtained after performing a pre-processing step on the original dataset. The pre-processed data was
then classified using several algorithms, from which the three best-performing classifiers were selected
to enhance prediction accuracy on test data. Figure 2 illustrates the proposed model, where the dataset
acquired from the university learning management system includes different features of students and
the final class labels. The dataset primarily undergoes pre-processing to remove inconsistent and noisy
data. Additionally, to achieve better forecasting results, balancing of instances is performed to ensure a
uniform distribution of class labels. The selected base classifiers are trained and tested on the data, and
their outputs are combined using the stacking ensemble method. Ultimately, the predictions are
generated at the meta-level based on the combined predictions from different classifiers, aiming to
reduce the generalization error. Furthermore, the pre-processed data is also evaluated on other
classifiers without balancing the dataset, thereby providing a comparison between balanced and
imbalanced data.

3.2. Data Collection and Description

The dataset used is collected from learning management systems (LMS) of a public university in
Nigeria using a learner activity tracker tool called Experience API (xAPI) that monitors learning
progress and learners' actions. The educational feedback dataset consists of textual reviews of about
1011 students with features such as student_id, student_name, review, and emotion. A snapshot of the
sample feedback data collected from the LMS is illustrated in Fig. 8. These sentences are unstructured,
which is not suitable for direct analysis. Therefore, preprocessing of the dataset is necessary. The
dataset was manually labeled with sentiment polarity labels: positive, negative, and neutral, as shown in
Figure 4. After collecting the data in its raw form with manual labeling, the comments are divided into
sentences.
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Figure 2.
Proposed model for student feedback opinion mining system.
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15 14 neutral  Great course, only a bit updated. Would be wenderfu if there was an update {or additional week of two) for 20191

16 15 neutral  Very eye-opening for a person with a very little knowledge of the aspects and maths behind machine learning. The exercises were somewhat difficult since it's been 15 years since my last maths class and | really haven't been doing it since.
17 16 negative Only negative of this course is, mathematics involved is not explained in detail.

18| 17 negative The coding exercise is challenging,

19 18 negative It is rather difficult and takes a lot of time

20 19 negative If this course was in python or R it would have been easier to understand. Octave/MATLAB is not that widely used.

21 20 negative Overall it is a time consuming course

Figure 4.
Dataset after pre-processing.

3.3. Data Preparation

After the dataset from tertiary institutions was acquired or collected from the learning management
system using the Experience API (xAPI), data preparation is an important step in the process of mining
useful insights from educational datasets. In this stage, the following tasks were performed.
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3.8.1. Data Cleaning and Preprocessing

These are important steps involved in preparing data to make raw or original datasets suitable for
data mining techniques and algorithms to be implemented. Owing to the large volume of datasets
available in educational data repositories and institutional learning portals and platforms, there are
challenges facing the database that affect the quality of data. To improve the quality of data available for
the model, data cleaning was carried out to handle missing and inconsistent data, as well as noise
removal. In the same way, removal of punctuations, numbers, special characters, hashtags, hyperlinks,
stop words like verbs, and prepositions from the feedback text are necessary because they do not carry
useful information. In an attempt to make the data cleaning process more efficient, a data cleaning
pipeline (function) was created. The function removed punctuations, joined all the data as a string,
converted the texts to lowercase, and removed stop words such as after, and in preparation for the
tokenization process. The tokenization involves the splitting of sentences (text streams) into words,
otherwise referred to as tokens. In the study, the token, which is a sequence of characters (words,
emotions), is obtained using whitespace and punctuation as delimiters. In addition to tokenization, the
tokenized text was normalized by applying stemming and lemmatization processes. Moreover, the
dataset is reduced while preserving the most important information, owing to the large amount of
redundant information contained in the dataset.

Consequently, the dimensionality reduction method is applied to reduce the number of dataset
features using several techniques related to data compression, feature selection, and feature
construction. Similarly, transformation of the dataset is necessary and is applied to convert the cleaned
dataset to a suitable format using discretization and normalization methods. In this study, a total of
1001 feedback, 1.e., comments that are in an unstructured form full of noise and unwanted information,
were received using some Python programming language libraries and packages, all of which were used
after data cleaning. Afterwards, string attributes were converted into a set of numeric attributes
representing word occurrence information from the text contained in the strings. In this work, a string
is split into an n-gram. In the same vein, the comments from the students' feedback dataset are then
converted from numerical values into nominal values, which denote the three class labels (positive,
negative, and neutral) for the classification problem using a discretization process.

3.3.2. Feature Selection

This is another important step carried out in data preprocessing in data mining to develop a
students' feedback prediction model. The purpose of carrying out feature selection is to select an
appropriate subset of features that can efficiently describe the input data, reduce the dimensionality of
the feature space, and eliminate redundant or irrelevant data without losing reliability in classification.
Thus, improving the quality of the data and, in turn, the performance of the learning algorithm.
Notably, there are three methods of feature selection: manual selection based on pedagogical theories or
expert experience, filter-based selection, and wrapper feature selection. In the present study, a filter-
based technique for feature selection was applied. The filter-based method employed searches for the
minimum set of relevant features while ignoring others. Moreover, the technique is a ranking method
used to rank the features, where highly ranked features are selected while ignoring the rest, using an
information gain-based selection algorithm to evaluate the feature ranks and determine which features
are most important for developing a student feedback performance model.

3.3.8. Splitting

The dataset collected was partitioned into 90% for the training set and 10% for validation or testing.
This resulted in a total of 589 data points assigned for training and 147 data points assigned to the
validation set, to continue the experiments with the independent algorithms and without balancing the
data. However, for experiment 2, the dataset was increased and balanced with a total of 1011
observations. Out of these, 90% (i.e., 809 data points) were allocated for training purposes, while the
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remaining 10% (202 data points) were used for validation. Afterwards, the experiments were performed
with the proposed model to improve the results obtained in the previous experiment.

3.4. Modelling and Evaluation

In this research, stacking ensemble methods are applied to provide an accurate evaluation of the
teatures that may impact the performance of the student feedback system and to enhance the model's
effectiveness. The stacking ensemble method is a learning approach that combines multiple models to
solve a problem. Simply put, the process of stacking begins by obtaining the results predicted by a set of
diverse base models or classifiers, and then optimally combining these outputs into a larger framework
using a meta-learner or model to generate the final prediction. In other words, the outputs of various
base learners (level-0) are merged by the meta-learner or algorithm in the stacking ensemble structure,
as depicted in Fig. 2. LR, SVM, MLP, and NB were the basic level classifiers. During the modeling
stage, independent models such as LR, SVM, MLP, and NB were employed. Additionally, four combined
models that included stacking methods with various levels were proposed.

3.5. Experiment

The student feedback dataset used was collected from the academic information system at the
computer division of Obafemi Awolowo University, a higher education institution in Nigeria. The
dataset included information from students. The experiment was run on a PC containing 6GB of RAM,
4 Intel cores (2.67GHz each), with basic preprocessing and other exclusive hybrid techniques where
term frequency and outlier removal were applied to the dataset. The cleaned dataset was fed into the
existing machine learning techniques: LR, SVM, MLP, and Multinomial Naive Bayes. The entire
dataset was split into a ratio of 90% for training and 10% for testing. For each algorithm, the model was
produced based on the training set. Using the model, the opinions in the testing dataset were predicted
and compared. The results are displayed in tables, charts, and graphs, with MLP achieving the best
accuracy among all applied machine learning algorithms. For the experiments, the Python
programming language and its libraries such as scikit-learn, joblib, NumPy, mlxtend, pandas, NLTK,
Django framework, and Langdetect were used to implement the model, render templates, and evaluate
the proposed classification models and comparisons.

All the classification methods are trained using 10-fold cross-validation. Using this method, the
dataset is divided into 10 equal-sized subsets, nine of which are utilized for training and one for testing.
The process is iterated ten times, and the final result is estimated as the average error rate on test
examples. Once the classification model has been trained, the validation process begins. The validation
process is the last phase of building a predictive model, which is used to evaluate the performance of the
prediction model by running the model over real data.

In the experiment conducted, the performance of machine learning models was evaluated for
classification quality using commonly used measures: Accuracy, Precision, Recall, and F-Measure.
Additionally, a confusion matrix was employed to assess the performance of the classification algorithm,
which plots the number of correct predictions against incorrect predictions, accounting for dataset
imbalances. The confusion matrix is based on actual and predicted values for positive, negative, and
neutral classes. This is a multi-class (3-class) problem, with target values: positive (A), negative (B), and
neutral (C). The performance measures precision, recall, and I--measure, were calculated for each class
label to analyze individual class performance. These values were then averaged to determine overall
precision, recall, and FF-measure. The calculations follow equations 9, 10, 11, and 12, respectively.
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TP + TN
Accuracy = (9)
TP+ FN4+FP+TN
TP
Precision = ————— (10)
TP+ FP
TP (11)
Recall = ——
TP+ FN
F 5 (Precision * Recall ) (12)
=2
measure Precision + Recall

4. Results and Discussion
4.1. Results

This section discusses the findings from the individual models and proposed combined models with
and without data balancing. The evaluation measures, which enable the assessment of the effectiveness
of the suggested models, are also provided.

4.1.1. Algorithm confusion matrix

The confusion matrix (CM) helps us handle data imbalances; that is, if the number of observations
varies significantly, we can also identify misclassified data. The CM is calculated from the top-left
diagonal to the bottom-right diagonal, where the actual label and the predicted label intersect. It is a
measurement tool created as a table to visualize the performance of an algorithm or classifier. The CM
graph depicts the relationship between correctly predicted and incorrectly predicted reviews. Each row
of the matrix represents a predicted value, while the column displays the actual value, or vice versa. The
number of positive feedbacks correctly predicted by the classifier is represented by True Positives (TP),
whereas the number of positive feedbacks incorrectly predicted is denoted by False Positives (FP).
Similarly, True Negatives ('TN) refer to the number of negative reviews or opinions correctly predicted,
while False Negatives (I'N) refer to negative reviews incorrectly classified as positive.

Figure 5 shows that from the first row, out of a total of 21 comments given by students, 10 have
been correctly predicted as negative, and therefore incorrectly predicted as positive; 8 have been
wrongly predicted as neutral; and 8 have been wrongly predicted as positive. From the second row, with
a total of 9 comments, 1 has been correctly predicted as negative; 4 have been wrongly predicted as
neutral; and 4 have been wrongly predicted as positive. In the third row, 0 comments have been
correctly predicted as negative; 1 has been wrongly predicted as neutral; and 30 have been wrongly
predicted as positive.

Figure 6 shows that from the first row, out of a total of 45 comments given by students, 37 have
been correctly predicted as negative, and hence incorrectly predicted as negative, 5 have been wrongly
predicted as neutral, and 8 have been wrongly predicted as positive. On the second row, out of a total of
52 comments, 4 have been correctly predicted as negative, and hence incorrectly predicted as negative,
32 have been wrongly predicted as neutral, and 16 have been wrongly predicted as positive. On the
third row, out of a total of 106 comments, 3 have been correctly predicted as negative, and hence
incorrectly predicted as negative, 14 have been wrongly predicted as neutral, and 89 have been wrongly
predicted as positive.

Fig.7 shows that, from the first row, out of a total of 39 comments given by students, 38 have been
correctly predicted as negative, and hence incorrectly predicted as positive; 0 have been wrongly
predicted as neutral; and 1 has been wrongly predicted as positive. In the second row, out of 56
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comments, 45 have been correctly predicted as negative; 3 have been wrongly predicted as neutral; and
8 have been wrongly predicted as positive. In the third row, out of 53 comments, 34 have been correctly
predicted as negative; 12 have been wrongly predicted as neutral; and 7 have been wrongly predicted as
positive.

4.1.2. Evaluation Metrics
4.1.2.1. Accuracy

The accuracy is the total number of correct predictions divided by the total number of predictions
made for a dataset. It provides a positive indication of how well the model is performing in terms of
generating correct predictions. The high accuracy value obtained indicates that the model is correctly
identifying the underlying trends in the data and delivering reliable findings. It enables comparison
between different algorithms or variations of the same model. Tables 1 and 2 show the results obtained
from performance analysis concerning the accuracy of existing machine learning algorithms and the
proposed stacking ensemble model. Similarly, based on the confusion matrix value, classification
accuracy, and other metrics, namely precision, recall, and F-measure, have been evaluated, and the
results are tabulated in Table 2.

stacked Lontussion Matnx
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Confusion matrix- Stacking 1 with data imbalance.
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Stacked Confussion Matrix
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Confusion matrix- Stacking 8 with data imbalance.

Table 1.

Summary of the classification accuracy produced by different machine learning algorithms and the proposed model.
Algorithms Classification Accuracy (%)
Linear Regression 79.05
Support Vector Machine 79.05
Multilayer Perceptron 81.76
Naive Bayes 50.68
Stacking 79.05

Table 2.

Performance measures along with their corresponding classification technique percentages (validation data).

Accuracy Precision Recall Fi-
measure

Independent Algorithms

Logistic Regression (LR) 79.05 79.52 79.78 79.64

Support Vector Machine (SVM) 79.05 79.07 80.20 79.36

Multilayer Perceptron (MLP) 81.76 81.71 83.20 82.11

Multinomial Naive Bayes (MNB) 50.68 70.28 55.50 49.19

Combined Algorithms

LR second-level Stacking 1 ensemble technique without data 72.13 67.59 62.95 62.37

balancing

SVM Level Stacking 2 ensemble technique without balancing 77.83 76.41 75.91 76.15

MLP second-level Stacking 3 ensemble technique with data 79.05 79.06 80.65 79.28

balancing 50.68 70.28 55.50 49.19

NB second-level stacking 4 ensemble technique without data

balancing

The result shows that the LR algorithm yields a classification accuracy of 79.05%, while SVM,
MLP, and Multinomial Naive Bayes yield 79.05%, 81.76%, and 50.68%, respectively. Among all machine
learning algorithms, MLP provides the best accuracy, as illustrated in Figures 8, 9, and 10. These
figures clearly show the comparison of the accuracy metric of individual machine learning algorithms
and the proposed stacking ensemble algorithm, as well as the accuracy of the combined algorithms.
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Other metrics, namely precision, recall, and I-measure, have been evaluated, and the results are
presented in Table 2.

4.1.2.2. Precision

It is a metric that measures the number of correctly classified classes. It gives the ratio between true
positives and the total number of cases categorized as positive (true positives and false positives). As a
result, according to these criteria, the independent MLP scored 81.71%, followed by the combined
algorithm utilizing ensemble stacking 3 with data balancing, which scored 79.06%, as shown in Table 2
and I'ig.10.

4.1.2.3. Recall

Recall is a statistic that measures the number of correct positive predictions made out of all possible
positive predictions, as determined by the formulas in equation 11. Table 2 and Fig. 10 present the
results of the recall metric, where the values for this metric reached different percentages, which varied
according to the models. It is observed that the independent MLP algorithm or model gave the highest
recall percentage or value of 81.71%, followed by the logistic regression model and the stacking 3
ensemble method using MLP, with a percentage of 79.06%. The other models ranged from 67.59% to
76.41% without using balanced data, and from 70.28% to 81.71% with and without balanced data.

4.1.2.4. F'1-Measure

The F1-score allows one to integrate precision and recall into a single metric that incorporates both
attributes of the model, as given by the formula in equation 12. It is a metric that combines the values of
the true positive rate and positive predictive value, namely, accuracy and recall. Table 2 and Fig. 10
show the evaluation metric "IF'1-Score," where the MLP with the Stacking 3 ensemble technique using
the data balancing method obtained a value of 80.65%, considered the best model for predicting opinions
from student feedback in a university. Meanwhile, Stacking 2 and Stacking 1 without data balancing
achieved the lowest F'1-score values (76.15% and 62.37%) compared to other individual models such as
LR, MLP, and SVM, except for NB, which scored about 49.19%.

Classification Accuracy

90
80
70
60
50
40
30
20
10

0

Linear Regression Support Vector Machine Multilayer Perceptron Naive Bayes
Figure 8.

Visualisation result classification accuracies of various supervised machine learning algorithms used in the experiment
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Accuracy metric
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Figure 9.

Comparison of the Accuracy metric of various supervised machine learning algorithms with a stacking ensemble.
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Comparison of the percentages of the accuracy metric of the Stacking models to predict the opinion of university
students, both with unbalanced data and with balanced data.
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Performance measure of various classification algorithms.
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In the same vein, from Table 2, the independent multilayer perceptron (MLP) has better metric
performance, as shown in Fig. 11, than the rest of the algorithms. The naive Bayes algorithm performed
poorer than the rest of the algorithms. It can be seen that this is not only due to having one higher class
that can conclude the final results. The multilayer algorithm is a neural network algorithm with three
layers and 500 hidden units per layer. From our results, the neural network algorithm is the best of all.
Consequently, the authors of this paper proceeded to build the intelligent student opinion mining
system interface as shown in Appendix A.

4.2. Discussion

Four base models and a stacking model are constructed in the experimental setup for classifying
students' feedback performance. The best base machine learning methods used in classifying comments
or observations collected from students' feedback obtained from the learning management system were
the Multilayer Perceptron with an accuracy of 81.76% when using unigram and bigram features, which
yielded the highest precision, recall, and I"-measure. Logistic Regression (LR) achieved an accuracy of
79.05%, which is similar to the results obtained with Support Vector Machine (SVM) using an n-gram
(1,2) approach to extract more features from the comments. However, there was a slight difference in
their precision and recall values, with LR having 0.7952 precision and 0.7978 recall, while SVM had 0
and 0.802, respectively. Naive Bayes (NB) produced a lower accuracy of 0.50, with precision and recall
values of 0.70 and 0.55, respectively, when using n-gram features. As shown in Table 2 and Figure 6,
each algorithm's prediction on the same student comment indicates that reliance on a single algorithm is
insufficient. NB is biased and predicted the comment incorrectly; thus, it cannot be used as the final
classifier. The final result, highlighted with a green background, represents the outcome of the stacking
model.

In addition, among the four models employed, the multilayer perceptron had the best classification
accuracy, with the highest precision, recall, and F-measure. The Naive Bayes model's accuracy was
slightly lower across the four metrics used to measure performance, as illustrated in the figures. The
multilayer perceptron demonstrated superior metrics, as shown in Fig. 13, compared to the other
algorithms. The stacking ensemble algorithm, which forms the basis of our analysis, follows the
multilayer perceptron. The Naive Bayes algorithm performed worse than the other models. Findings
indicate that no single class can solely determine the final results. The multilayer perceptron is a neural
network with three layers and 500 hidden units per layer. Based on our results, the neural network
algorithm is the most effective among all.

4.2.1. Comparison with Other Studies

Dhanalakshmi et al. [617] explored opinion mining utilizing supervised learning algorithms (SVM,
NB, KNN, and MLP) to discover the polarity of student feedback using the RapidMiner tool. The
findings from the experiment showed that the Naive Bayes algorithm performed better than other
learning algorithms in terms of accuracy and recall. The results obtained by the authors differ from the
current findings in that the Naive Bayes algorithm achieved the lowest accuracy, precision, recall, and
F-score values. This is because the NB algorithm is biased and predicted the comments incorrectly.
Therefore, it was not used as the final algorithm.

Sultana et al. [797] presented a prediction of sentiment analysis on educational data based on the
deep learning approach. In the study, results indicated that SVM and MLP deep learning were the best-
performing learning methods, achieving 78.75% and 78.33% accuracy, respectively, as well as good
performance in terms of their specificity (recall), sensitivity (precision), and ROC curve area. Similarly,
Ramadhani and Goo [807] applied basic ML methods in SA, where they only achieved 78.33% and
75.03% accuracy. However, it can be observed that the results obtained from the present study achieved
better performance compared to those obtained in Sultana et al. (797 and Ramadhani and Goo [807],
respectively, with MLP and the stacking ensemble method employed, having higher accuracy, precision,
recall, and F1-score of 81.76% respectively.

Edelweiss Applied Science and Technology
ISSN: 2576-8484

Vol. 9, No. 10: 1149-1180, 2025

DOI: 10.55214/2576-8484.v9110.10606

© 2025 by the authors; licensee Learning Gate



1174

Ashraf et al. [437] investigated the pedagogical dataset using a more effective ensemble classifier
called stacking. Moreover, in the study by Ashraf et al., the researchers aimed to compare meta and base
classifiers to determine which are more effective for making predictions in an educational context. It was
observed that the meta classifier, through stacking, achieved an outstanding performance of 95.65%,
while among the three base classifiers, random forest achieved a noteworthy prediction accuracy of
95.76%. Furthermore, when the dataset was further analyzed and subjected to undersampling and
oversampling (SMOTE) techniques, the authors found no discrepancy in the results.

Olabode et al. [817] summarized, reviewed, and developed a model for diagnosing head and neck
cancer through the effective application of stacked ensemble learning approaches. The classification
methods, such as Decision Tree (C4.5), KNN, and Naive Bayes (the base-level classifiers), were
combined via a meta-classifier, namely logistic regression, with cross-validation applied. The results
showed that the stacked model outperformed individual machine learning models, achieving the best
classification accuracy, precision, recall, and Fl-score of 98.57%, 98.54%, 97.64%, and 98.09%,
respectively, using the Chi-square method for feature selection. The methodology employed in this
work aligns with the present study, as four independent classification algorithms, LR, SVM, MLP, and
NB were applied together with a stacked ensemble through Decision Tree (C4.5), KNN, Naive Bayes,
and the stacked ensemble method. However, the classification accuracy, precision, recall, and I 1-score
obtained in the present study are lower.

Iyanda and Abegunde [827] employed the ensemble approach (SVM, NB, and LR) to detect
sentiment from Yorubd sentences at the sentence level to extract users' opinions from the sentences. It
was found that the application of Naive Bayes outperforms the other machine learning algorithms for
language text sentiment analysis, with an accuracy of 65.23% and average precision, recall, and F-score
of 62.49%, 60.60%, and 60.69%, respectively. However, the results of the present study, which used
individual machine learning algorithms and a stacking ensemble approach (LR, SVM, MLP, and NB) to
predict sentiment from student feedback at the sentence level, are better than those of other machine
learning algorithms, including the stacking ensemble with MLP, achieving an accuracy of 81.76% and
an F-score of 79.05%, respectively.

Sengar et al. [287 addressed the needs of teachers and students to provide opinions to improve
communication, education quality, and institutional performance using two (2) machine learning
approaches, namely the NLTK toolkit and the random forest algorithm approach. The result of the
prediction showed the students' opinion was classified into positive, negative, and neutral classes. This is
similar to our findings in that the current study classified students' opinions into three (3) classes.
However, the present study achieved an accuracy value of 81.76% using the MLP algorithm in opinion
mining of student feedback.

Katragadda et al. (867 investigated opinion mining using SVM, NB, and ANN to search/examine
the emotion of the student input, bolstered characterized choices of teaching and learning. The findings
revealed that the accuracy of the representation is 88% by using the artificial neural network algorithm.
This showed that the ANN algorithm has outperformed all other machine learning algorithms
employed in the study. This aligns with the present study, where the ANN MLP technique also
performed better than the other machine learning algorithms, including the stacking ensemble
technique.

San Lwin and Xiangqian [927 a feedback analysis system using a dataset collected was partitioned
into two sets with ratios of 90:10. The researchers developed a model using Naive Bayes, trained and
tested with 10-fold cross-validation and a 10% test dataset. The findings revealed that among the
machine learning methods applied, Naive Bayes provided optimal precision and recall values. In
contrast, the present study employed four individual machine learning algorithms and a stacked
ensemble method. The results, obtained through cross-validation, showed that the model trained on the
split dataset achieved superior performance, with the Multilayer Perceptron (MLP) reaching an
accuracy of 81.76%, outperforming other methods in San Lwin and Xiangqian [927] which shows that
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when using KNN with the Ensemble Stacking 4A technique, you achieve better results, with an
accuracy of 98.44%.

Osmanoglu et al. [937 examined student feedback gathered from a university using six (6) machine
learning techniques: multinomial logistic regression, decision tree, multi-layer perceptron, XGBoost,
support vector classifier, Gaussian Naive Bayes, and KNN to classify the materials into positive,
negative, or neutral sentiments. The results showed that logistic regression performed better than the
other five classifiers. This contrasts with the present study, where MLP outperforms all the machine
learning algorithms and the stacking ensemble method used in the opinion mining model for predicting
student feedback in tertiary institutions.

Ahamad and Ahmad [407] employed individual machine learning algorithms and ensemble methods,
particularly the stacking ensemble and voting ensemble, to predict feedback from students' assessments
using the WEKA tool. The results of the study indicated that the individual machine learning
algorithm, notably the multilayer perceptron (MLP), achieved the highest accuracy of 92.30% compared
to other learning algorithms. Additionally, when these individual algorithms were combined, forming a
stacking ensemble (Fuzzy, Neural Network, Naive Bayes, Random Forest, MLP), an accuracy of 93.79%
was achieved. The initial results obtained by the author align with the results obtained in the current
study, where it is evident that MLP achieved the highest accuracy of 81.76%. Conversely, when the
stacking ensemble method was applied (LR, SVM, MLP, and NB), the results differed from the previous
work of Suppala and Rao [697 in that the current study achieved an accuracy of 79.05%.

Gebashe et al. [917] analyzed the qualitative input and turned the text feedback into polarity scores
using sentiment analysis. Ten different machine learning algorithms were used to predict professor
effectiveness based on the polarity ratings of the qualitative and quantitative evaluations. The random
forest model outperformed all others with high accuracy, precision, and area under the curve, coming in
at 98.87%, 97.71%, and 97.32%, respectively. This contrasts with the result achieved in the present
study, where MLP achieved the highest accuracy performance compared to other ML algorithms,
including the stacked ensemble method.

Gottipati et al. [10] predicted the student opinion from the Student Feedback Mining Systems
(SFMS) developed using a logistic regression approach, where the sentiment extraction stage was
identified to achieve a precision of 80.1%, recall of 86.4%, and IF-score of 83.5%, which is significantly
higher than the IMDB-trained classifier. Consequently, the results obtained from the current study
showed lower performance using logistic regression, Naive Bayes, and SVM, but better results in terms
of accuracy, precision, recall, and I'1-score using MLP.

5. Conclusion

The primary goal of this study was to enhance the functionality of the students' feedback opinion
mining system by implementing prediction methods using meta and base classifiers. To forecast
university students' perspectives, the study proposed a model and four combined models based on
stacking. A new approach was undertaken to analyze the feedback dataset using several fundamental
machine learning methods and the stacking ensemble, a more powerful ensemble classifier. Additionally,
the main aim was to compare meta and base classifiers to identify which classifiers are most eftective at
making predictions using the student feedback educational dataset.

All classifiers employed in this experiment or investigation were able to reasonably predict students'
outcomes with an accuracy of greater than 70%. Among all the classifiers used, the multilayer
perceptron (MLP) was the best-performing algorithm with both balanced and imbalanced datasets. The
multilayer perceptron demonstrated better metrics, as illustrated in Fig. 13, than the other algorithms.
The stacking method, which forms the basis of our argument, follows the multilayer perceptron
algorithm. The naive Bayes algorithm achieved the poorest performance compared to the other
algorithms. Therefore, from Table 2, it can be seen that the classifier does not only have one higher
class that can determine the final results.
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Additionally, when multiple Logistic Regression models were applied to the balanced dataset, the
accuracy and prediction rate for detecting low performers as well as high performers increased. It was
tound that among the four base classifiers, MLP achieved a significant prediction accuracy of 81.76%
when working with imbalanced data, while the meta-classifier stacking ensemble performed with an
accuracy of 79.05% on the balanced data. These values may vary depending on the size and quality of
the dataset. The evaluation indicators used in this study (Table 8 and Figs. 8—12) to forecast student
teedback comments suggest that machine learning techniques combined within a stacking model enable
efficient classification of students' feedback comments. It should also be noted that different classifiers
may yield the highest prediction accuracy with different datasets; therefore, the system must be scalable
tor various circumstances. The primary benefit of this approach is its adaptability to different datasets.
To improve prediction accuracy, this methodology could be applied to various fields of data mining and
machine learning. The current study is limited by the small sample size and mildly unbalanced data in
the dataset; future research should employ larger sample sizes and severely unbalanced data for
predicting student comments. Additionally, applying other ensemble techniques such as bagging,
boosting, layered generalization, mixtures of experts, and subspace methods could uncover further
hidden patterns in educational datasets. Furthermore, large datasets with diverse features may benefit
from incremental learning algorithms to address scalability issues.
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