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Abstract: College admission is a critical process that is pivotal in shaping a student's academic and 
professional future. College admissions queries include an extensive range of issues, from application 
standards and qualifying criteria to financial assistance and campus life. This research presents an 
intelligent system designed to address college admission queries with enhanced accuracy and efficiency. 
The system leverages the power of Bidirectional Encoder Representations from Transformers (BERT) 
and Siamese Bidirectional Long Short-Term Memory (Siamese BiLSTM) architecture to process and 
understand complex, context-dependent inquiries posed by prospective students. The data is sourced 
from multiple channels, such as historical admission records from the university's website and 
interaction logs from previous counseling sessions. The data was preprocessed using tokenization and 
lemmatization to avoid redundancy. Term Frequency-Inverse Document Frequency (TF-IDF) 
employed for feature extraction quantifies the query terms, allowing the system to identify significant 
words and improve query classification. a Siamese BiLSTM model was proposed for improved question 
classification and similarity matching. BERT generates contextual word embeddings that capture the 
semantic meaning of the words in the user's query. The system is capable of accurately classifying and 
understanding user queries, ensuring that responses are both contextually relevant and precise. 
Findings show that the proposed system achieves accuracy (94.7%), precision (93.6%), recall (93.8%), 
and F1-score (92.3%) while leveraging Python (version 3.x) for implementation. The results show that 
this integrated system outperforms traditional keyword-based query response systems, offering a more 
robust, scalable, and accurate solution for college admission-related queries. 

Keywords: Bidirectional encoder representations from transformers (BERT), College admission queries, Siamese 
bidirectional long short-term memory (Siamese BiLSTM), Students. 

 
1. Introduction  

The intelligent systems in educational settings have changed the way institutions respond to 
inquiries from potential students. College admissions, a very important process for both students and 
institutions, typically involves answering numerous questions on everything from application deadlines 
and eligibility criteria to financial aid options and course details [1]. These queries must be addressed 
promptly and accurately to promote positive engagement and help students make informed decisions 
[2]. The promise in deep learning models like BERT and Siamese BiLSTMs have made headways into 
the complexities of natural language inputs and shown remarkable promises towards understanding, 
while BERT utilizes the powers of contextual word embeddings, together with semantic similarity 
analysis to solve with proper and relevant contexts [3]. The novelty of that approach is its ability to 
combine the strengths of contextual embeddings and similarity analysis for improved accuracy. When 
the conventional methods system is designed for handling diverse linguistic styles, efficiently with large 
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datasets, and providing accurate answers to users' queries [4]. user experience is improved and saved 
the workload from human administrators that institutions can apply to other very critical aspects of the 
admission processes [5]. There are many challenges in applying intelligent systems for college 
admission queries. Traditional query resolution systems are normally rule-based or rely on pre-built 
templates, fail to understand multiple linguistic variations, and cannot make sense of many complex 
sentence structures [6]. With questions from students having different linguistic and cultural 
backgrounds that are presented in different styles, these systems quite often fail to provide the answer 
sought. Not being able to identify semantically similar questions has also proved an obstacle for the 
system. Scalability is another matter of urgency [7]. As the application numbers are going up, 
universities need systems that can process big volumes of questions without sacrificing the quality of 
responses. Where conventional systems fail, delays, inaccuracy, and dissatisfied users are common 
casualties [8]. Historically, the domain of query resolution was dominated by rule-based systems. Such 
systems operate according to a predefined set of rules and keywords, using them to match queries with 
appropriate responses [9]. These are very simple and straightforward to implement, but they lack 
adaptability to changes in linguistic patterns and cannot process complex, context-sensitive queries 
[10]. To address these limitations, the usage of advanced deep learning techniques BERT and Siamese 
BiLSTMs would be applied in formulating an intelligent system that could effectively respond to college 
admission queries. BERT itself is a pre-trained transformer-based model that works on contextual 
nuances within text, hence the system will be capable of understanding complex queries. With Siamese 
BiLSTM as the specialization in terms of recognizing semantic similarity, the approach will ensure the 
suitability and matching of user's queries with relevant responses even with their significantly different 
phrasing. This work aims to develop an intelligent system that uses BERT and Siamese BiLSTM to 
accurately classify and respond to college admission queries, thus improving response precision, 
scalability, and user experience for prospective students and educational institutions. The main 
contributions of this work are: 
• BERT was used to generate contextual word embeddings and Siamese BiLSTM for improving 

question classification with accuracy and similarity matching toward perfect understanding and 
resolution of complex queries over college admission. 

• The proposed system highly improves the accuracy and relevance of query responses as compared 
to existing keyword-based approaches, providing greater satisfaction in decision-making for 
prospective students. 

• The system provides a rich and extensible framework to handle large volumes of diverse 
admission-related queries, thus streamlining communication between institutions and prospective 
students. 

The research is as follows: Phase 2 covers the literature review, Phase 3 focuses on the proposed 
system design, Phase 4 presents the performance evaluation and discussion, and Phase 5 includes the 
conclusion, limitations, and future scope. 
 

2. Literature Review 
A new method for Knowledge Graph Question Answering (KGQA) suggested by Chong, et al. [11] 

was that sentence Transformers use TransKGQA to improve contextual comprehension and flexibility 
across a range of knowledge areas. With an F1 score of 78%, question-answer pair augmenting and a 
threshold system was used to ensure dependable answer retrieval, aiding in the creation of knowledge 
graphs and automated running of Cypher queries. The Knowledge-Infused Medical Abstractive 
Generator (KI-MAG) was an innovative knowledge-infused abstractive query answering system 
designed especially for the medical industry approach [12]. accuracy and dependability in safety-critical 
medical settings was enhanced and abstractive QA's drawbacks, including large training data sets and 
inaccurate entities were tackled. The objective of Community Question-Answering (CQA) forums was 
to respond to users' inquiries in a timely and appropriate manner [13]. Bridging the lexical gap between 
inquiries could be challenging. the translation-based language method that employs transformer-based 
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methods and metadata was enhanced. The suggested strategy outperformed all state-of-the-art 
techniques in question retrieval, achieving 51.47 in terms of mean average precision (MAP). 

To address multi-hop query-resolving issues, an experimental design known as the Dependent 
Syntactic-Semantic Augmented Graph Network (DSSAGN) was developed [14]. In contrast to earlier 
models, scalability, interpretability, and accuracy were provided by utilizing syntactic patterns and 
semantic linkages found in knowledge networks. Multimodal question answering (MMQA) was a 
difficult problem that combines computer vision and the processing of natural languages has been 
suggested [15]. Although text-based methods had shown promise, the outcomes had been 
disappointing. cutting-edge methods was used for answer creation, context retrieving, and unified 
knowledge representation. The Stanford question answering database benchmark data and distilBERT 
were used by Farea and Emmert-Streib [16] to assess extractive question-answering (EQA) 
algorithms. The way answer length affects performance, how exact match metrics vary, and how useful 
various definitions were in real-world situations have been examined. The findings raise questions 
regarding the reliability of reported results because the findings demonstrate that variations among 
several exact match measurements were comparable to those reported in the literature. The use of large 
vision-language models (LVLMs) and large language models (LLMs) in remote sensing image 
processing was examined by Bazi, et al. [17] with a focus on query resolving and image captioning. The 
efficacy of the large language and vision assistant technology in remote sensing (RS) image analysis was 
demonstrated by introducing an enhanced version of the model. The Fine-Grained Question 
Subjectivity Dataset (FQSD) addressed the gaps examined in Babaali, et al. [18] in automatic subjective 
question answering (ASQA) technologies, providing a comprehensive dataset for question subjectivity 
classification. The 10,000-question dataset provided further classifications and separated subjective and 
objective questions. It was remarkable that a 97% F1-score validated the dataset's effectiveness for the 
complex subjectivity categorization task. The Medical Visual Question Answering (VQA) assignment 
required reasoning using both visual and written information approaches [19]. A new method using 
Cross-Modal pre-training with Multiple Objectives (CMMO) was introduced, leveraging datasets of 
public medical images with captions. Experimental results show improvements of 2.6%, 0.9%, and 4.0% 
on three public medical VQA datasets. In education, question generation (QG) was becoming more 
popular as a way to create questions that were appropriate in complexity for each learner's reading level 
[20]. Considering item response theory and an adaptive QG structure that suggested a technique for 
creating question-answer pairings according to difficulty. Tests demonstrated that the suggested 
approach could produce question-answer pairings that were appropriate for students' skill levels. To use 
a randomized visual question answering (VQA) dataset was used to assess the resilience of a cutting-
edge VQA model [21]. Results indicate that the model had trouble predicting "unknown" answers or 
giving erroneous results. To tackle that issue, Cross-Modal Augmentation (CMA) was suggested, a 
multi-modal semantic augmentation method that was independent of the model and only applies during 
testing. Pathology (PathVQA) was a prospective medical tool that relies on language and vision 
interactions to respond to approaches [22]. Current approaches had difficulty interpreting retrieved 
replies and capturing high- and low-level interactions. A vision-language transformer was presented to 
overcome these constraints. Several variables, including design, data, parameters, and tasks, affect how 
well natural language processing models perform suggested [23]. By offering a model for multitasking 
that generated a range of reference materials as evidence for yes/no questions. The approach performed 
better than conventional training techniques, giving users insightful information and improving the 
user experience. The possibility that general-purpose Pre-trained language models (PLMs) could 
outperform domain-particular PLMs without requiring expensive retraining was investigated [24]. 
The authors suggested a self-supervised technique for training a classification algorithm that 
systematically chooses the PLM most likely to provide the right answer to the query using the 
Biomedical query answering task. With a 14.2% improvement with larger models and a 16.7% 
improvement with lighter ones on average. Natural language processing's Open-domain question 
answering (OpenQA) challenge was challenging to examine [25]. Conventional approaches entail 
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locating pertinent documents and extracting responses. OpenQA had demonstrated the effectiveness of 
deep learning approaches, but Arabic had not gotten as much attention. In two Arabic benchmark 
datasets, the model enhanced the end-to-end question-answering system and performed better than the 
conventional technique in terms of passage retrieval accuracy. 
 

3. Proposed System 
The College Admissions dataset was used to contain academic records, test scores, and admission 

statuses to solve complex college admissions queries. Preprocessing would include tokenization or 
splitting the text into smaller units of text, then lemmatization, which reduces words to their base 
forms, so that there is consistency and absence of redundancy. Features are extracted using TF-IDF to 
describe the significant terms and BERT to generate contextual embeddings. a Siamese BiLSTM 
method, which discovers semantic relationships, and contextual dependence within the questions for 
proper classifications and context-ambiguity-resolution regarding questions of admission-related 
matters, was utilized. The flow of efficiency resolving college admission queries is depicted in Figure 1. 
 

 
Figure 1. 
Overflow of efficiency resolving college admission queries. 
Source: https://www.kaggle.com/datasets/samsonqian/college-admissions. 

 
3.1. Dataset 

The College Admissions dataset on Kaggle explains a lot about college admission decisions in detail, 
including records of students' academics, test scores, and admission status. Such a dataset can be 
incredibly helpful in training models to predict admission outcomes, but it would likely demand 
additional processing and enrichment specifically for query resolution tasks related to college 
admissions. 
 
3.2. Preprocessing Using Tokenization and Lemmatization 

Data is preprocessed through the techniques of tokenization and lemmatization to eliminate 
redundancy and promote a consistent understanding of queries based on college admission. 
Tokenization splits text into smaller units named tokens, whereas lemmatization converts words to 
their roots or base words to improve query classification and similarity matches for the easy processing 
and effective comprehension of such complex admission-based queries. 
 
3.2.1. Tokenization 

Tokenization is to develop an efficient strong college admission query system that improves query 
resolution accuracy and efficiency through advanced preprocessing and text analytical techniques. The 
first stage converts HTML files to text by removing HTML tags and other elements. Any kind of 
preprocessing of conversational text is generally referred to as tokenization. The practice of replacing 

https://www.kaggle.com/datasets/samsonqian/college-admissions
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sensitive data with unique identifying symbols while preserving all pertinent information about the 
material without sacrificing security is known as tokenization. In addition to splitting lines into basic 
units of processing, enhanced tokenization is the act of analyzing and combining isolated tokens to 
create more sophisticated tokens. For the college admission query system, preprocessing and textual 
unit segmentation are applied to raw texts. Three steps must be taken to process the data: first, the 
document must be converted to word counts, which correspond to a bag of words (BOW). The second 
action is eliminating empty sequences, which includes filtering and cleaning (e.g., deleting unnecessary 
control characters, and whitespace compressing). Lastly, a list of features, also known as tokens, words, 
phrases, or attributes, is extracted from each input text document. 
 
3.2.2. Lemmatization 

Lemmatization is to develop and improve the response accuracy in relevance for college admission 
query processing by introducing advanced natural language techniques like lemmatization and 
contextual embedding. Lemmatization is a text preparation method that gives words their base or 
canonical form, or lemma, by removing their inflectional endings. Lemmatization guarantees that the 
produced lemma is a legitimate word in the language, similar to the outcome provided by stemming. 
Through lemmatization, words to do with the application process, such as "applying" or "applications," 
will be lemmatized into their root forms, which may be either "apply" or "application." The accuracy in 
solving queries is maximized. In contrast to stemming, which could produce a non-word such as 
"intelligent," lemmatization ensures that the lemma that is produced is a legitimate and identifiable 
word. By producing linguistically relevant lemmas, lemmatization improves text analysis and facilitates 
finding data, language comprehension, and other processing critical for the accuracy and relevance of 
responses in college admissions query processing using BERT. 
 
3.2.3. Term Frequency-Inverse Document Frequency (TF-IDF) Using Feature Extraction 

TF-IDF quantifies the terms in the query of college admissions to extract the significant features. It 
helps the intelligent system to focus on finding the critical terms associated with queries of college 
admissions so that proper query classification and resolution are ensured. It allows a system to identify 
the significant words and pay proper attention to relevant content in the classification and resolution of 

a query. The first step in this feature extraction process is to calculate the 𝑇𝐹 − 𝐼𝐷𝐹 score for a given 
document. This score facilitates consideration of the most important features in the dataset so that the 
system could have better ideas of the context-dependent queries asked by the potential students. The 

dataset is subjected to the 𝑇𝐹 − 𝐼𝐷𝐹 formula represented in Equation (1). 

𝑇𝐹 − 𝐼𝐷𝐹 = 𝑇𝐹 ∗ 𝐼𝐷𝐹          (1) 

𝑇𝐹 is defined as the ratio of a feature's frequency of occurrence in a document to the overall amount 

of features in the text document. 𝐼𝐷𝐹 Simultaneously assesses a feature's capacity for category 
differentiation. Keep in consideration that the categories listed below correspond to the text document's 

defined class label. By using𝑇𝐹 − 𝐼𝐷𝐹, the proposed system will be able to distinguish terms essential 

for different query contexts in college admissions. the formula for expressing 𝑇𝐹 and 𝐼𝐷𝐹 are 
represented in Equations (2) and (3). 

𝑇𝐹 =
𝐹𝐹𝑇𝐷

𝑇𝐹𝑇𝐷
           (2) 

𝐼𝐷𝐹 = 𝑙𝑜𝑔
𝑁𝐷𝐹

𝑇𝐷
           (3) 

Where 𝑇𝐹𝑇𝐷 is the overall amount of times a word appears in a text document, and 𝐹𝐹𝑇𝐷 is the 

frequency of a feature appearing in a text document. For the𝐼𝐷𝐹, 𝑇𝐷 is the overall amount of 

documents, and 𝑁𝐷𝐹 is the amount of documents that include the feature. Higher 𝑇𝐹 − 𝐼𝐷𝐹 scores 
indicate terms that are crucial for proper classification and better system responses to complex 

admission-related queries. A feature's significance for a given text document increases with its 𝑇𝐹 −
𝐼𝐷𝐹 score. 
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3.2.4. Enhanced Query Classification and Matching for College Admissions Using Siamese BiLSTM 
The Siamese BiLSTM method is implemented because it can properly capture semantic similarity 

and contextual relations in queries; this allows accurate question classification as well as matching, 
which supports the accuracy in resolving college admissions queries. To develop an intelligent system 
by utilizing the Siamese BiLSTM capacity to handle complex, context-dependent queries efficiently in 
the resolution of college admissions inquiries. The three modules that comprise the Siamese BiLSTM 

model are 𝑁𝑎, 𝑁𝑏, 𝑎𝑛𝑑 𝑁𝑐. Different inputs are given to the various module configurations. Only the 

dissertation is sent to the module that comprises𝑁𝑎 𝑎𝑛𝑑 𝑁𝑐; distance information is sent to 𝑁𝑏 𝑎𝑛𝑑 𝑁𝑐; 

and the essay and samples are sent to 𝑁𝑎, 𝑁𝑏, 𝑎𝑛𝑑 𝑁𝑐. The three pairings provide distinct outcomes. 
The most terrible is the first, the medium is the second, and the most desirable is the third. This 
supports earlier theory that better scoring outcomes are obtained with more scoring information input. 
The specifics will be covered in the section. The Siamese BiLSTM architecture is illustrated in Figure 2. 
 

 
Figure 2. 
Siamese BiLSTM Architecture. 

 
3.2.5. Embedding Layer 

The embedding layers to improve representation as well as the understanding of features in systems 

that classify college admission queries. An essay 𝑡𝑖 and a sample 𝑓𝑗 are included in every pair that the 

algorithm accepts as a training instance. The paragraph appears as a fixed-length sequence, with each 
series being extended to the greatest length, as seen in Figure 2. Each order is subsequently changed 

into a set of less dimensional variables by the layer of embedding. It uses the operator 𝑢 to express the 

word embedding technique. The word embedding results are𝑢(𝑓𝑗) ∈ ℝ|𝑈|×𝐶  𝑎𝑛𝑑 𝑢(𝑡𝑗) ∈ ℝ|𝑈|×𝐶 , where 

𝐶 is the word embedding dimensionality and |𝑈| is the vocabulary's length. 

Following word embedding, the distance knowledge between essays𝑢(𝑓𝑗)𝑎𝑛𝑑 𝑢(𝑡𝑖) is represented 

by𝑑𝑖𝑠𝑡𝑗,𝑖 = 𝑢(𝑓𝑗) − 𝑢(𝑡𝑖). This helps in better feature representation, especially for lower data volumes, 

as the model is trained with improved distance-based knowledge. This layer is applied because word 
embeddings effectively reduce the dimensionality with the preservation of contextual relationships that 
are critical to downstream classification tasks. 
 
3.2.6. Convolution Layer 
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The convolution is to improve local pattern recognition accuracy with increased accuracy of feature 
extraction in college admission query systems. Especially for short articles, choosing and omitting this 
layer, which is an optional decision that contains the fewest examples and the greatest average length, 
performs the convolutional process. It provides a detailed overview of the dataset. The dense description 
of the long incoming data sequence is generated and delivered to the network's LSTM layer. This 
convolutional layer helps to capture local patterns in short essays, thus providing further improvement 
in the accuracy of feature extraction. Applying a convolution layer to the embedding layer's output will 
enable this optional feature. 
 
3.2.7. LSTM Layer 

To improve the sequential understanding with an enhancement of features to achieve an accurate 
college admission query classification through the LSTM network. An LSTM network receives the 
string of word embeddings that have been obtained from the embedding layer (also known as the 
convolution layer) as represented in Equation (4). 

𝑔𝑠 = 𝐿𝑆𝑇𝑀(𝑔𝑠−1, 𝑤𝑠)          (4) 

Where the input parameters at time 𝑠 are denoted by𝑤𝑠 𝑎𝑛𝑑 𝑔𝑠. The information flow inside the 
recursive procedure is controlled by the input, output, and forget gates that construct the LSTM model. 
The LSTM function is officially described by the following Equation (5) to Equation (10). 

𝑗𝑠 = 𝜎(𝑋𝑗 . 𝑤𝑠 + 𝑉𝑗. 𝑔𝑠−1 + 𝑎𝑗)         (5) 

𝑒𝑠 = 𝜎(𝑋𝑒 . 𝑤𝑠 + 𝑉𝑒 . 𝑔𝑠−1 + 𝑎𝑒)         (6) 

�̃�𝑠 = 𝑡𝑎𝑛ℎ(𝑋𝑑 . 𝑤𝑠 + 𝑉𝑑 . 𝑔𝑠−1 + 𝑎𝑑)        (7) 

�̃�𝑠 = 𝑗𝑠 ∘ �̃�𝑠 + 𝑒𝑠 ∘ �̃�𝑠−1          (8) 

𝑝𝑠 = 𝜎(𝑋𝑝. 𝑤𝑠 + 𝑉𝑝. 𝑔𝑠−1 + 𝑎𝑝)         (9) 

𝑔𝑠 = 𝑝𝑠 ∘ tanh (𝑑𝑠)          (10) 

The hidden vector 𝑔𝑠, which represents the essay's semantic structure at location 𝑠, is the output by 

LSTM at each time step 𝑠. In the Self-information layer, the essay's final description is once more 
feature-extracted. This layer guarantees the learning of essay features in an exact sequential manner by 
Bidirectional LSTM, using both forward and backward dependencies. 
 
3.2.8. Self-Feature Layer 

To enhance the contextual and relational feature extraction for the accurate classification of queries 
using the self-feature layer. This layer describes how to use the vector data acquired from the 
bidirectional LSTM layer to get the self-feature.  It makes an effort to describe these relationships since 

it is thought that the distance information vector value is𝑑𝑖𝑠𝑡𝑗,𝑖and the essay's data vector value 

is 𝑓𝑗ought to possess some exterior relations and the adjacent sentences might have certain inner 

connections.Let 𝑔𝑓 be the hidden layer representing the essay, and 𝑔𝑓𝑠 represent the value of the vector 

at location𝑠 of 𝑔𝑓; when 𝑔𝑐be the value of the hidden layer for the distance knowledge, and 𝑔𝑓𝑠 

represent the vector at location 𝑠 of 𝑔𝑐. Assuming that sentence lengths are constant across sentences, 

let 𝛿 be the sentence length. To calculate the vector 𝑔𝑓 similarity at positions 𝑠 𝑎𝑛𝑑 𝑠 + 𝛿, which refers 
to it as an inner feature is represented in Equation (11). 

𝑖𝑛𝑛𝑒𝑟 − 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 =
𝑔𝑓𝑠∙𝑔𝑓𝑠+𝛿

|𝑔𝑓𝑠|∙|𝑔𝑓𝑠+𝛿|
        

 (11) 

To calculate the similarity between vectors 𝑔𝑓 𝑎𝑛𝑑 𝑔𝑐 at the same point 𝑠; this similarity is known 
as a cross-feature represented in Equation (12). 

𝑐𝑟𝑜𝑠𝑠 − 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 =
𝑔𝑓𝑠∙𝑔𝑓𝑠

|𝑔𝑓𝑠|∙|𝑔𝑓𝑠|
        

 (12) 
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Equations (11) and (12) use ∙ as a dot product. The inside and cross features are then delivered to 
the next layer after being combined into vectors that have been referred to as internal and cross 
characteristics directly. The composition's secret layer and the distance-based data secret layer are its 
two main outputs, in addition to inner-feature and cross-features. The model reaches improved internal 
and cross-feature extraction, resulting in a better representation of relational and contextual features 
indispensable for classification tasks. These two layers have two processing options. There are two 
methods: taking the mean vector throughout time or taking the vectors at the final positions of 

𝑔𝑓 𝑎𝑛𝑑 𝑔𝑐 directly. These two vectors are referred to as 𝑔𝑓 − 𝑣𝑒𝑐𝑡𝑜𝑟 𝑎𝑛𝑑 𝑔𝑐 − 𝑣𝑒𝑐𝑡𝑜𝑟. 
 
3.2.9. Fully-Connected Layer 

The fully connected layer is to integrate and combine the features extracted for the comprehensive 

classification of queries with enhanced accuracy. Four vectors the 𝑔𝑓 − 𝑣𝑒𝑐𝑡𝑜𝑟, 𝑔𝑐 − 𝑣𝑒𝑐𝑡𝑜𝑟, inner-
feature, and cross-feature is then acquired from the information about self layer. These four vectors can 
be concatenated into a single one. The concatenated vector is then sent to the Softmax layer.This layer 
combines all features extracted, providing holistic learning over the interaction between queries and 
training information. 
 
3.2.10. Softmax Layer 

To classify the output efficiently to ensure accurate categorization of the query for improved 
resolution of admission queries. The purpose of this layer is to categorize the fully linked layer's output. 
By using Equation (13), it is classified. 

𝑡(𝑤) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥. 𝑤 + 𝑎)         (13) 

In the above equation 𝑥 is the value of the weight vector, 𝑎 is the value of the bias, and 𝑤 represents 
the source vector. This layer is applied because it helps in the efficient classification of outputs as it maps 
the probabilities to the predefined categories quite effectively. 
 
3.2.11. Performance Evaluation 

The experimental setup used a system with at least 16 GB RAM and a very powerful GPU NVIDIA 
Tesla, taking advantage of deep learning functionality. The software stack includes Python, and 
TensorFlow, along with libraries that include BERT for NLP and Siamese BiLSTM to classify and 
match queries are in Table 1. 

 
Table 1. 
Experimental Setup. 

Component Specification 
RAM 16 GB or higher 
GPU NVIDIA Tesla 

Software Python, TensorFlow 
Libraries BERT, Siamese BiLSTM, NLP libraries 

Operating System Ubuntu or Windows 10/11 

 
The tokenization uses the college admission dataset, which is fundamental in the context of 

tokenization in pre-processing. This involves breaking up the complex text, for instance, names of 
universities, into much smaller, easier-to-process units. These are known as tokens, each being a word 
or meaningful symbol that machines like BERT and Siamese BiLSTM understand. A query such as 
“What are the eligibility requirements for admission?” and “Is there a deadline for submitting 
applications?” makes the analysis more efficient by focusing on the core meaning of each word. This pre-
processing ensures that the input data is prepared for deeper analysis so that the model can answer 
college admission queries with greater accuracy through token-level patterns. Tokenization helps break 
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down complex phrases into structured data for better model performance.  The tokenization result is 
illustrated in Table 2. 
 
Table 2. 
Tokenization Outcome for College Admission Query Analysis. 

𝑶𝒓𝒊𝒈𝒊𝒏𝒂𝒍 𝑻𝒆𝒙𝒕 𝑳𝒆𝒎𝒎𝒂𝒕𝒊𝒛𝒆𝒅 𝑻𝒐𝒌𝒆𝒏𝒔 
"𝐴𝑝𝑝𝑙𝑦 𝑓𝑜𝑟 𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛" ["𝐴𝑝𝑝𝑙𝑦", "𝑓𝑜𝑟", "𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛"] 

"𝑊ℎ𝑎𝑡 𝑎𝑟𝑒 𝑡ℎ𝑒 𝑒𝑙𝑖𝑔𝑖𝑏𝑖𝑙𝑖𝑡𝑦  
𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠 𝑓𝑜𝑟 𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛? " 

["𝑊ℎ𝑎𝑡", "𝑎𝑟𝑒", "𝑡ℎ𝑒", "𝑒𝑙𝑖𝑔𝑖𝑏𝑖𝑙𝑖𝑡𝑦", "𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡",  
"𝑓𝑜𝑟", "𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑜𝑛"] 

"𝐼𝑠 𝑡ℎ𝑒𝑟𝑒 𝑎 𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒 𝑓𝑜𝑟 𝑠𝑢𝑏𝑚𝑖𝑡𝑡𝑖𝑛𝑔  
𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠? " 

["𝐼𝑠", "𝑡ℎ𝑒𝑟𝑒", "𝑎", "𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒", "𝑓𝑜𝑟", "𝑠𝑢𝑏𝑚𝑖𝑡",  
"𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛"] 

"𝑊ℎ𝑎𝑡 𝑖𝑠 𝑡ℎ𝑒 𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛  
𝑓𝑒𝑒? " 

["𝑊ℎ𝑎𝑡", "𝑖𝑠", "𝑡ℎ𝑒", "𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛",  
"𝑓𝑒𝑒"] 

"𝐶𝑎𝑛 𝐼 𝑎𝑝𝑝𝑙𝑦 𝑓𝑜𝑟 𝑓𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙 
 𝑎𝑖𝑑? " 

["𝐶𝑎𝑛", "𝐼", "𝑎𝑝𝑝𝑙𝑦", "𝑓𝑜𝑟", "𝑓𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙",  
"𝑎𝑖𝑑"] 

 
A lemmatized dataset is used for college admission, which is essential for preprocessing in 

lemmatization reducing words to their base or root form, ensuring uniformity and facilitating better 
analysis by machine learning models on text. The data consists of university names accompanied by a 
set of associated numerical attributes such as enrollment numbers and admission-related metrics. The 
entry " 6142 5521 104 15 88 370 450 350 450" would reduce to the following lemmatized tokens such 
["6142", "5521", "1104", "15", "88", "370", "450", "350", "450"]. This pre-processing phase would 
thereby make the model pay attention to suitable patterns only, thereby enhancing its ability to handle 
diverse admission queries. It simplifies and standardizes the data, allowing the application of BERT and 
Siamese BiLSTM models, thus enhancing their ability to process and interpret admission-related 
queries with precision. The lemmatized result is illustrated in Table 3. 
 
Table 3. 
Lemmatization Outcome for College Admission Query Analysis. 

𝑶𝒓𝒊𝒈𝒊𝒏𝒂𝒍 𝑻𝒆𝒙𝒕 𝑳𝒆𝒎𝒎𝒂𝒕𝒊𝒛𝒆𝒅 𝑻𝒐𝒌𝒆𝒏𝒔 
"6142 5521 1104 15 88 370 450 350  

450" 
["6142, 5521, 1104, 15, 88, 370, 450,  

"350", "450"] 
" 5689 4934 1773 693 520  

640 520 650" 
["5689, 4934, 1773, 6,  

"93", "520", "640", "520", "650"] 
" 626 326300 313 202 111 6 3 3" ["300", "313", "202", "111", "6", "3", "3"] 

" 2054 1656 651 34  
94 510 640 510 650" 

[2054, 1656, 651, 34, 94, 510, 640,  
"510", "650"] 

" 10245 5251 1479 18 87 380  
480 370 480" 

[ "10245", "5251", "1479", "18", "87", "380",  
"480", "370", "480"] 

 
An optimized query resolution system utilizes advanced deep learning techniques such as BERT 

and Siamese BiLSTM to attain performance metrics of an optimized query resolution system at different 
training epochs (20, 40, 60, 80, and 100). At 20 epochs, the system averages 1.2 seconds in query 
resolution time, processes 350 queries per hour, and scales at 0.25 queries per second. With epochs 
increased to 40, the resolution of queries improves to 1.1 seconds, processing 375 queries per hour with 
scalability at 0.27 queries per second. With the increase of epochs to 60, the resolution time drops to 1.0 
seconds, processing 400 queries per hour with a scalability of 0.30 queries per second. The system 
resolves queries at 80 epochs in 0.9 seconds, with 425 queries per hour, and scales up to 0.32 queries per 
second. Then, finally, at 100 epochs, it achieves the best performance with 0.8 seconds, 450 queries per 
hour, and 0.35 queries per second scaling, where major efficiency improvement has been witnessed. 
These values are illustrated in Table 4 and Figure 3. 
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Table 4. 
Performance Metrics with Time of the Optimized Query Resolution System. 

Epochs Query Resolution Time (Avg. 
seconds) 

Number of Queries Processed per 
Hour 

Scalability (Queries per 
Second) 

20 1.2 350 0.25 

40 1.1 375 0.27 

60 1.0 400 0.30 
80 0.9 425 0.32 

100 0.8 450 0.35 

 

 
Figure 3. 
Performance Analysis Result with Time of the Query Resolution  
System. 

 
The exceptional performance of the optimized query resolution system with a response accuracy of 

91.4% showed it was capable of answering queries accurately. Its efficiency in understanding the query 
was at 90.2%, reflecting its ability to interpret context and intent. It also had an impressive robustness 
rate of 98.3% in handling a variety of queries. The system underscores its effectiveness in delivering a 
seamless, reliable query resolution of college admissions, with a user experience satisfaction rate of 
92.1%. These values are illustrated in Figure 4 and Table 5. 
 

 
Figure 4. 
Performance Analysis Result in Percentage of the Query Resolution  
System. 
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Table 5. 
Performance Metrics in Percentage of the Optimized Query Resolution System. 

Metric Optimized Query Resolution System 

Query Resolution Time (Avg. seconds) 1.2 sec 
Number of Queries Processed per Hour 350 

Scalability (Queries per Second) 0.25 sec 
Response Accuracy (%) 91.4 % 

Query Understanding Efficiency (%) 90.2 % 
System Robustness (Successful Query Handling) 98.3% 

User Experience Satisfaction (%) 92.1% 

 
The Multinomial Naive-Bayes [26] method is the existing method compared to the proposed 

Siamese BiLSTM method in resolving college admission queries. The characteristics of accuracy, 
precision, recall and f1-score are examined in this section. 

Accuracy and Precision: The Multinomial Naive-Bayes method reached accuracy (92%), and 
precision (92.4%). The Siamese BiLSTM method outperformed with accuracy (94.7%), and precision 
(93.6%). These results show that the Siamese BiLSTM, by using contextual embeddings through 
BERT, provides improved query classification and similarity matching and offers a more robust and 
accurate solution for automated college admission query resolution. The accuracy and precision value of 
college admission query resolution is illustrated in Figure 5 and Table 6. 
 

 
Figure 5. 
Accuracy and Precision Result of College Admission Query Resolution. 

 
Recall and F1-Score: The Multinomial Naive-Bayes results yielded a recall (92%) and an F1-score 

(91.9%). The Siamese BiLSTM produced recall (93.8%) and F1-score (92.3%), as shown by a much 
stronger capacity of this Siamese BiLSTM to learn more abstract and deeper semantic relations than 
those between simpler contexts within queries. It presents some efficiency on further accuracy as well as 
on intricate query resolutions about this work leveraging BERT Embeddings alongside its Siamese 
BiLSTM architecture. The recall and f1-score value of college admission query resolution are illustrated 
in Figure 6 and Table 6. 
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Figure 6. 
Recall and F1-Scoreresult of College Admission Query Resolution. 

Table 6. 
Performance Comparison Outcome of College Admission Query Resolution. 

 Method  Accuracy (%) Precision (%) Recall (%) F1-Score (%) 
Multinomial Naive-Bayes [26] 92% 92.4% 92% 91.9% 

Siamese BiLSTM [Proposed] 94.7% 93.6% 93.8% 92.3% 

 

4. Discussion 
An optimized query resolution system was developed, leveraging deep learning techniques such as 

Siamese BiLSTM to capture semantic similarity and contextual relationships for proper classification 
and resolution of complex queries on college admissions. Multinomial Naive-Bayes [26] with accuracy 
(92%), precision (92.4%), recall (92%), and F1-score (91.9%), suffers from limited context and semantics 
capturing capability of the query that leads to potential loss in accuracy for more nuanced or complex 
questions. 

The proposed Siamese BiLSTM method overcomes the limitations of Naive-Bayes by using deep 
learning to understand semantic relationships and context. While Naive-Bayes works based on the 
frequency of words and simple probabilities, Siamese BiLSTM captures contextual meaning through 
word embeddings. This method significantly improves the accuracy of classification as it can tackle 
more complex queries and ensure that the responses are relevant and precise. It uses the BERT 
architecture for contextual word embedding to further enhance the ability of the system to handle 
context-dependent queries. 
 

5. Conclusion 
An intelligent system that uses BERT and Siamese BiLSTM to answer college admission questions 

with high accuracy. BERT produces contextual embeddings, and Siamese BiLSTM captures semantic 
similarity and contextual relationships, which allows for accurate query classification and resolution. 
The system processes complex queries through tokenization, lemmatization, and TF-IDF-based feature 
extraction. It greatly outperforms traditional keyword-based methods, with a robust, scalable, and 
efficient solution that enhances user experience for future students and supports educational institutions 
with high volumes of admissions-related inquiries. The proposed system achieves notable results, 
including accuracy (94.7%), precision (93.6%), recall (93.8%), and an F1-score (92.3%), underscoring its 
effectiveness in resolving college admission queries compared to conventional methods. 
 
5.1. Limitation and Future Scope 

The limitation arises from its reliance on high-quality labeled data and computational resources 
while the Siamese BiLSTM is highly capable of good generalization capability across different queries 
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and institutions. This future scope might include increasing its dataset with richer queries, along with 
multilingual support, incorporating advanced transformers to maximize accuracy, as well as calibrating 
it to various academic platforms around the globe. 
 

Transparency:  
The authors confirm that the manuscript is an honest, accurate,  and  transparent  account  of  the  
study; that  no  vital  features  of  the  study  have  been  omitted;  and  that  any  discrepancies  from  
the  study  as planned have been explained. This study followed all ethical practices during writing. 
 

Copyright: 
© 2025 by the authors. This open-access article is distributed under the terms and conditions of the 
Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/). 
 

References 
[1] C. Dann et al., "Making sense of student feedback and engagement using artificial intelligence," Australasian Journal of 

Educational Technology, vol. 40, no. 3, pp. 58–76, 2024.  https://doi.org/10.14742/ajet.8903 
[2] K. Riemer and S. Peter, "Conceptualizing generative AI as style engines: Application archetypes and implications," 

International Journal of Information Management, vol. 79, p. 102824, 2024.  
https://doi.org/10.1016/j.ijinfomgt.2024.102824 

[3] W. T. Alshammari and S. AlHumoud, "TAQS: An Arabic question similarity system using transfer learning of BERT 
with BiLSTM," IEEE Access, vol. 10, pp. 91509–91523, 2022.  https://doi.org/10.1109/ACCESS.2022.3198955 

[4] E. Bassani, N. Tonellotto, and G. Pasi, "Personalized query expansion with contextual word embeddings," ACM 
Transactions on Information Systems, vol. 42, no. 2, pp. 1–35, 2023.  https://doi.org/10.1145/3624988 

[5] G. Di Marzo Serugendo, M. A. Cappelli, G. Falquet, C. Métral, A. Wade, and S. Ghadfi, "Streamlining tax and 
administrative document management with AI-powered intelligent document management system," Information, vol. 
15, no. 8, p. 461, 2024.  https://doi.org/10.3390/info15080461 

[6] N. Shabani, A. Beheshti, H. Farhood, M. Bower, M. Garrett, and H. Alinejad-Rokny, "A rule-based approach for 
mining creative thinking patterns from big educational data," Applied Mathematics, vol. 3, no. 1, pp. 243–267, 2023.  
https://doi.org/10.3390/appliedmath3010014 

[7] C. Chaka, "Fourth industrial revolution—a review of applications, prospects, and challenges for artificial intelligence, 
robotics, and blockchain in higher education," Research and Practice in Technology Enhanced Learning, vol. 18, p. 002, 
2023.  https://doi.org/10.58459/rptel.2023.18002 

[8] A. Mhedhbi and S. Salihoğlu, "Modern techniques for querying graph-structured relations: Foundations, system 
implementations, and open challenges," Proceedings of the VLDB Endowment, vol. 15, no. 12, pp. 3762–3765, 2022.  
https://doi.org/10.14778/3554821.3554894 

[9] L. Barbieri, E. Madeira, K. Stroeh, and W. Van Der Aalst, "A natural language querying interface for process 
mining," Journal of Intelligent Information Systems, vol. 61, no. 1, pp. 113–142, 2023.  https://doi.org/10.1007/s10844-
022-00759-9 

[10] A. Vodyaho, N. Zhukova, I. Kulikov, and S. Abbas, "Using the context-sensitive policy mechanism for building data 
acquisition systems in large scale distributed cyber-physical systems built on fog computing platforms," Computers, 
vol. 10, no. 8, p. 101, 2021.  https://doi.org/10.3390/computers10080101 

[11] Y. L. Chong, C. P. Lee, S. Z. Muhd-Yassin, K. M. Lim, and A. K. Samingan, "TransKGQA: Enhanced knowledge 
graph question answering with sentence transformers," IEEE Access, 2024.  
https://doi.org/10.1109/ACCESS.2024.3405583 

[12] A. Zafar, S. K. Sahoo, H. Bhardawaj, A. Das, and A. Ekbal, "KI-MAG: A knowledge-infused abstractive question 
answering system in medical domain," Neurocomputing, vol. 571, p. 127141, 2024.  
https://doi.org/10.1016/j.neucom.2023.127141 

[13] S. Ghasemi and A. Shakery, "Harnessing the power of metadata for enhanced question retrieval in community 
question answering," IEEE Access, vol. 12, pp. 65768–65779, 2024.  https://doi.org/10.1109/ACCESS.2024.3395449 

[14] S. Cai, Q. Ma, Y. Hou, and G. Zeng, "Knowledge graph multi-hop question answering based on dependent syntactic 
semantic augmented graph networks," Electronics, vol. 13, no. 8, p. 1436, 2024.  
https://doi.org/10.3390/electronics13081436 

[15] Q. Z. Lim, C. P. Lee, K. M. Lim, and A. K. Samingan, "UniRaG: Unification, retrieval, and generation for multimodal 
question answering with pre-trained language models," IEEE Access, vol. 12, pp. 71505–71519, 2024.  
https://doi.org/10.1109/ACCESS.2024.3403101 

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.14742/ajet.8903
https://doi.org/10.1016/j.ijinfomgt.2024.102824
https://doi.org/10.1109/ACCESS.2022.3198955
https://doi.org/10.1145/3624988
https://doi.org/10.3390/info15080461
https://doi.org/10.3390/appliedmath3010014
https://doi.org/10.58459/rptel.2023.18002
https://doi.org/10.14778/3554821.3554894
https://doi.org/10.1007/s10844-022-00759-9
https://doi.org/10.1007/s10844-022-00759-9
https://doi.org/10.3390/computers10080101
https://doi.org/10.1109/ACCESS.2024.3405583
https://doi.org/10.1016/j.neucom.2023.127141
https://doi.org/10.1109/ACCESS.2024.3395449
https://doi.org/10.3390/electronics13081436
https://doi.org/10.1109/ACCESS.2024.3403101


275 

 

 

Edelweiss Applied Science and Technology 
ISSN: 2576-8484 

Vol. 9, No. 4: 262-275, 2025 
DOI: 10.55214/25768484.v9i4.5983 
© 2025 by the authors; licensee Learning Gate 

 

[16] A. Farea and F. Emmert-Streib, "Experimental design of extractive question-answering systems: Influence of error 
scores and answer length," Journal of Artificial Intelligence Research, vol. 80, pp. 87–125, 2024.  
https://doi.org/10.1613/jair.1.15642 

[17] Y. Bazi, L. Bashmal, M. M. Al Rahhal, R. Ricci, and F. Melgani, "Rs-llava: A large vision-language model for joint 
captioning and question answering in remote sensing imagery," Remote Sensing, vol. 16, no. 9, p. 1477, 2024.  
https://doi.org/10.3390/rs16091477 

[18] M. Babaali, A. Fatemi, and M. A. Nematbakhsh, "Creating and validating the fine-grained question subjectivity 
dataset (FQSD): A new benchmark for enhanced automatic subjective question answering systems," Plos one, vol. 19, 
no. 5, p. e0301696, 2024.  https://doi.org/10.1371/journal.pone.0301696 

[19] G. Liu, J. He, P. Li, Z. Zhao, and S. Zhong, "Cross-modal self-supervised vision language pre-training with multiple 
objectives for medical visual question answering," Journal of Biomedical Informatics, vol. 160, p. 104748, 2024.  
https://doi.org/10.1016/j.jbi.2024.104748 

[20] Y. Tomikawa, A. Suzuki, and M. Uto, "Adaptive question–answer generation with difficulty control using item 
response theory and pre-trained transformer models," IEEE Transactions on Learning Technologies, 2024.  
https://doi.org/10.1109/TLT.2024.3491801 

[21] A. Mashrur, W. Luo, N. A. Zaidi, and A. Robles-Kelly, "Robust visual question answering via semantic cross-modal 
augmentation," Computer Vision and Image Understanding, vol. 238, p. 103862, 2024.  
https://doi.org/10.1016/j.cviu.2023.103862 

[22] U. Naseem, M. Khushi, and J. Kim, "Vision-language transformer for interpretable pathology visual question 
answering," IEEE Journal of Biomedical and Health Informatics, vol. 27, no. 4, pp. 1681-1690, 2022.  
https://doi.org/10.1109/JBHI.2022.3163751 

[23] D. Dimitriadis and G. Tsoumakas, "Enhancing yes/no question answering with weak supervision via extractive 
question answering," Applied Intelligence, vol. 53, no. 22, pp. 27560–27570, 2023.  https://doi.org/10.1007/s10489-
023-04751-w 

[24] N. Arabzadeh and E. Bagheri, "A self-supervised language model selection strategy for biomedical question 
answering," Journal of Biomedical Informatics, vol. 146, p. 104486, 2023.  https://doi.org/10.1016/j.jbi.2023.104486 

[25] K. Alsubhi, A. Jamal, and A. Alhothali, "Deep learning-based approach for Arabic open domain question answering," 
PeerJ Computer Science, vol. 8, p. e952, 2022.  https://doi.org/10.7717/peerj-cs.952 

[26] S. K. Assayed, M. Alkhatib, and K. Shaalan, Enhancing student services: Machine learning chatbot intent recognition for high 
school inquiries. In K. Al Marri, F. A. Mir, S. A. David, & M. Al-Emran (Eds.), BUiD Doctoral Research Conference 2023: 
Multidisciplinary Studies, 243–254 ed. Cham: Springer Nature Switzerland. https://doi.org/10.1007/978-3-031-
56121-4_24, 2024. 

 

https://doi.org/10.1613/jair.1.15642
https://doi.org/10.3390/rs16091477
https://doi.org/10.1371/journal.pone.0301696
https://doi.org/10.1016/j.jbi.2024.104748
https://doi.org/10.1109/TLT.2024.3491801
https://doi.org/10.1016/j.cviu.2023.103862
https://doi.org/10.1109/JBHI.2022.3163751
https://doi.org/10.1007/s10489-023-04751-w
https://doi.org/10.1007/s10489-023-04751-w
https://doi.org/10.1016/j.jbi.2023.104486
https://doi.org/10.7717/peerj-cs.952
https://doi.org/10.1007/978-3-031-56121-4_24
https://doi.org/10.1007/978-3-031-56121-4_24

