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Abstract: The wheat crop is of great importance in the agricultural economy and dietary pattern, as it 
represents the main source of bread in Iraq. To bridge the gap, production increased through the 
efficient use of economic resources. To minimize this problem, the Bootstrapping method is applied, 
while the time series analysis method ultimately resolves it, making the comparison between the two 
methods very important. Wheat yield data in Iraq were obtained from published and unpublished 
secondary sources, including the Ministry of Agriculture, the Ministry of Planning - Central Bureau of 
Statistics, and the Arab Organization for Agricultural Development in Iraq. Using SPSS (version 22), a 
model was developed to describe the relationship between production and costs, utilizing the 
Bootstrapping method and the time series method. Both equations explain 68% of the variation in wheat 
production, and both equations are statistically significant. However, the Bootstrapping method cannot 
determine the presence or absence of autocorrelation in residuals. Moreover, the time series method 
confirms that no autocorrelation exists between the residuals. 
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1. Introduction  

Food security is one of the primary considerations of any country, therefore, countries must provide 
the needs of their people with basic commodities that concern their daily livelihood, in which wheat is 
one of their most important priorities [1]. Wheat is one of the oldest field crops far-famed to be 
cultivated within the world [2]. In Iraq, wheat grows in large areas, particularly in the northern 
governorates. It occupies an important place in Iraq's agricultural economy. It is considered one of the 
main crops as it is used as food for the majority of the population directly or indirectly, as many food 
industries depend on it. Wheat production increased from about 1.1 million tons in 1997, to about 6.3 
million tons in 2020 [3] due to the use of high-yielding breeds and the increase in the agricultural area 
of the crop, which increased from about 5,498 thousand dunums in 1997, to about 8,574 thousand 
dunums in 2020 [4]. But despite these increases, it is noted that Iraq still imports large quantities of 
wheat as a result of the population growth that amounted to about 18 million people during the study 
period (1997 - 2020) [5-7], and this necessitates the need to rationalize consumption and encourage the 
cultivation of the crop using modern methods to achieve the highest production per unit area rtant place 
in the Iraqi balance of payments [8]. Therefore, it is necessary to draw the features of a future 
development strategic policy according to indicative planning that chooses the best ways to predict the 
actual needs of this crop in light of the steady increasing population growth rates. 

The problem of the study lies in testing a model with strong predictive ability for wheat production 
in Iraq. The existence of autocorrelation affects the model's ability to predict and to reduce this problem, 
the bootstrap method is relied on, while the time series analysis model finally saves us from this 
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problem. Therefore, the comparison between the two methods is very important to reach a standard 
model that describes the relationship between variables and formulate this relationship in its 
mathematical form in preparation for estimation, forecasting and the development of appropriate future 
economic policies. One of the most common statistical methods for measuring the relationship between 
variables is regression analysis and correlation analysis, where the correlation coefficient is a statistical 
tool in regression analysis. The correlation coefficient explains the degree or strength of the 
relationship between two or more random variables, with one (independent) explaining changes in the 
other (dependent), thus reaching a predictive statistical model with strong estimates. The objectives of 
the research are as follows: 

1. Description of a standard economic model of the relationship between wheat production and 
wheat production costs, based on the bootstrap method and the time series analysis method. A 
comparative study between the results of the time-series method and the bootstrap. 

2. Measure the efficiency of each method in the forecasting process to reach an efficient standard 
model that enables decision-makers to predict future events, take corrective actions and develop 
appropriate economic policies. 

 

2. Analytical Method 
The analysis of any economic phenomenon requires finding the factors that affect and are related to 

it, by finding a formula (or model) that expresses it and incorporates it into its main component. This is 
one of the most important goals of regression models, which is defined as a statistical method used to 
explore the relationship between a variable known as a dependent variable and one or several 
independent variables. The bootstrap method, which is one of the suggested methods, is one of the 
methods of sampling with replacement (i.e., returning the sample to the population). Time series 
analysis (ARIMA) is based on the idea of finding an appropriate mathematical model for the nature of 
the data so that the residuals or errors (which are the difference between the real values of this 
phenomenon and the values estimated in this model) are as few as possible and there is no 
autocorrelation between them. Autocorrelation is one of the problems that leads to inaccurate 
measurement of economic relations coefficients when using the least squares method in regression 
models, where autocorrelation indicates a correlation between consecutive values of the random limit. 
One of the most commonly used tests in this field is the Durbin-Watson (DW) test [9, 10]. 

                                           𝑦 = 𝛽𝑥 + 𝑒                                                                              (1)                                                                                
Where: 

• y : dependent variable vector  

• x: matrix of the independent variables 

• e: error vector 
The autocorrelation between the residuals may be of the first order, the second order, or a higher 

order. In the case of autocorrelation of the first order, we find that each value of the random limit is 
related to the values that precede it only. This case (first order autoregressive model) can be represented 
as follows: 

     et = ρet−1 + ut                                                                  (2) 
 

• et: the value of the random error in the current period 

• et−1:  the value of the random error in the previous period 

• ρ: autocorrelation coefficient |ρ| ≤ 1 

• ut: random error in the previous equation, in which ut~N(0, σ2) 
The DW   test is performed as follows: Null hypothesis: the autocorrelation coefficient of the 

random variable is not different from zero; H0: ρ = 0. Alternative hypothesis: the autocorrelation 
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coefficient of the random variable equals zero; H1: ρ ≠ 0. To obtain the value of DW   statistic, the 
following formula is used [11, 12]. 

                                                           d∗ =
∑ (et−et−1)2T

t=2   

∑ et
2T

t=1
                                                          (3)     

The DW statistic depends on ρ̂: 

• If ρ̂ = 0 then d = 2 (no autocorrelation). 

• If ρ̂ = 1 then d = 0 (positive autocorrelation). 

• If 0 < d < 2  suggests possible positive autocorrelation. 

• If 2 < d < d suggests possible negative autocorrelation.  

Comparing d  with critical values dL and du  from the DW table helps determine the presence of 
autocorrelation: 

• If d < dL reject the null hypothesis (positive autocorrelation). 

• If 4 − dL < d < 4 reject the null hypothesis (negative autocorrelation). 

• If du < d < 4 − du accept the alternative hypothesis (no autocorrelation). 

• If du > d > dl or 4 − du > d > 4 − dL the test is inconclusive. 
 

2.1. Bootstrapped Durbin- Watson test 
The bootstrap method enhances the DW test's robustness. The procedure, as suggested by Jinook 

and Seoung, includes the following steps [13]:  

• Estimate �̂�  from the equation  (1)  using ordinary least squares and calculate 𝑒.̂ 

• Estimate �̂�  from the equation  (2)  using ordinary least squares and calculate 𝑢.̂ 

• Generate the bootstrap residual vector 𝑢∗. 

• Form the residual vector 𝑒∗ using an equation (2) 

• Compute 𝑦∗ using 𝑥 , 𝑢∗. 

• Recalculate DW statistic 𝑑∗ using 𝑥, 𝑦∗ 

• Repeat steps 3-6 to build the empirical distribution of  𝑑∗ , 𝑓𝑑∗ and compare 𝑓𝑑∗ with 𝑑  from the 
original data. 

 
2.2. Bootstrapped P(B-P) test   

An alternative bootstrap test, P(B-P), involves: 
1. Follow steps 1-3 as in the bootstrap DW test. 

2. Select a residual from 𝑢𝑡 
∗ , denoted , and form     𝑒1

∗by: 

    𝑒1
∗ =

𝑢1
∗

√1−𝜌2
                                                                             (4) 

3. Configure p by: 

                                                𝑒𝑡
∗ = �̂�𝑒𝑡−1

∗ + 𝑢𝑡 
∗                                                              (5) 

4. Estimate 𝜌1
∗ is calculated use least squares: 

                                                  𝜌1
∗ =

∑ 𝑒𝑡
∗𝑒𝑡−1

∗

∑(𝑒𝑡−1
8 )

2                                                                            (6) 

3. Result and Discussion 
3.1. Linear Regression with Bootstrap    

The model's performance is summarized by the R-squared value, which indicates that 78.3% of the 
variance in wheat production can be explained by the model. The Durbin-Watson statistic (DW) is 
1.619, and the corresponding lower (d_l = 0.507) and upper (d_u = 2.097) limits suggest that the test is 
inconclusive with respect to autocorrelation (d_l < DW < d_u). This indicates we cannot definitively 
confirm autocorrelation between the residuals. 
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Table 1.  
Model Summary for Linear Regression Models. 

Parameter  Model 1 Model 2 

R 0.885 0.825 
R Square 0.783 0.68 

Adjusted R Square 0.667 0.666 
Std. Error of the Estimate 0.7372 0.7385 

Durbin-Watson 1.619 1.088 

 
3.2. ANOVA Results 

The significance of the model can be confirmed with the F-statistic. Since the significance value 
(Sig.) is 0.001 for Model 1, which is less than the threshold value of 0.05, we conclude that the model is 
statistically significant. 
 
Table 2.  
ANOVA for Linear Regression Models. 

Parameter Model 1 Model 2 

Sum of Squares Regression Residual Total Regression Residual Total 

df 29.382 8.151 37.53 25.534 11.999 37.533 
Mean Square 8 15 23 1 22 23 

F 3.673 0.543  25.534 0.545  

Sig. 6.759   46.817   

 
3.3. Regression Coefficients 

The coefficients table shows that no individual explanatory variables are significant in Model 1, as 
their significance values (Sig.) exceed the threshold of 0.05. However, the overall model is still 
significant, which indicates that the combination of variables explains a substantial portion of wheat 
production variability. 

 
Table 3.  
Coefficients for Linear Regression Models. 

Model 
Unstandardized Coefficients Standardized Coefficients t 

Sig. 
B Std. Error Beta 

Model 1 

(Constant) 0.604 0.83  

Work -9.13E-06 0 -0.174 

Automated Work 1.40E-05 0 0.479 

Fuel 0 0 -0.53 

Seeds -3.15E-05 0 -0.218 

Fertilizer 4.50E-05 0 0.51 

Pesticides 0 0.001 -0.476 

Other 2.96E-05 0 0.674 

Rent 0.001 0.001 0.6 

Model 2 
(Constant) 0.727 0.289  

Total 8.41E-06 0 0.825 

 
3.4. Model with Total Production Costs 

It is clear from the previous table that all the explanatory variables are not significant. where all 
values of sig > 0.05. This is despite the fact that the linear model as a whole is significant as we 
explained earlier. This is what made us design a linear model between wheat production and total 
production costs. It is clear from the previous table that R^2=0.68 and this means that the model 
explains 68% of the change in wheat production in million tons. It is also clear that the Durban-Watson 
statistic (DW) =1.088 and the value of the lower limit of the statistic (d_l) = 1.037 and the upper limit 

(d_u) = 1.199, (n=24, k=1). ∴d_u>d>d_l   then the test still is not final in the sense that we cannot 
ascertain whether there is an autocorrelation between the values of the random variable. It is clear from 
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the previous table that the model is significant, since sig= 0.00 < 0.05. It is clear from the previous table 
that all the explanatory variables (constant, total costs) are significant. where all values of sig < 0.05. 
The regression equation can be written as: 

                                    𝑦 = 0.727 + 8.41 ∗ 10−6𝑥                                                     (7)                      
Where:  
y: Production of wheat in million tons, 
 X: total costs of the production of wheat.       
 

3.5. ARIMA Time Series Model 
The ARIMA model selected was ARIMA (2,1,0), which captures two autoregressive terms (AR), 

one differencing term (d), and no moving average term (MA). The coefficients for AR are significant (p-
value = 0.02), which suggests that this model effectively captures the temporal dynamics in wheat 
production data. The ARIMA model can be expressed as: 

    𝑧𝑡 = 𝜙1𝑧𝑡−1 − 𝜃1𝑎𝑡−1 + 𝑎𝑡  ;                                 (8)  

                                                               𝑧𝑡 = 𝑦𝑡 − 𝑦𝑡−1 ;                                               (9) 

                                                   𝑧𝑡 = −.480𝑧𝑡−1 + 𝑎𝑡  ;                                          (10) 
Where: 

𝑧𝑡: The first differences series of the series quantity of wheat production in million tons 

𝜙:  Estimated autoregressive coefficient 

𝜃: Estimated moving average coefficient 

𝑎𝑡: Random error. 
 

Table 4.  
ARIMA Model Parameters and Model Description for Production in Million Tons. 

Model ID Model_1 

Model Type ARIMA(2,1,0) 

Production in million tons Natural logarithm 

ARIMA Model ARIMA(2,1,0) 

AR Lag 2 Estimate -0.48 

AR Lag 2 SE 0.191 

AR Lag 2 t-stat -2.519 

AR Lag 2 p-value 0.02 

 
3.6. Model Statistics 

The ARIMA model fits the data with an R-squared value of 0.683, explaining 68.3% of the variance 
in wheat production. Additionally, the Ljung-Box test for autocorrelation of residuals shows that the 
model’s residuals are well-behaved, as the significance value (0.399) is greater than 0.05, confirming that 
no autocorrelation is present in the residuals. 
 
Table 5.  
Model Statistics for Production in Million Tons (Model_1). 

Model Production in million tons-Model_1 

Number of Predictors 1 

Model Fit statistics 
Stationary R-squared 0.213 
R-squared 0.683 

Ljung-Box Q(18) 

Statistics 17.843 

DF 17 

Sig 0.399 

 
It is clear from the previous table that the previous model explains the percentage 68.3% of the 

change in the dependent variable (wheat production in million tons), where 𝑅2 = 0.683. The table also 
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shows the results of the Box-Liung test - test the fit of the model at certain time gaps. The model is 

suitable if 𝑄(𝑘) is less than the tabular value of 𝜒2at degrees of freedom (k-p-q) ,  where  𝑄(𝑘): statistic 

value for the Box-Liung test, k: a set of autocorrelation coefficients for the residuals. The value of the 
Box-Liung test statistic was calculated at a time gap of (18) and it was = 17.843 less than the tabular 

value 𝜒2( 𝛼, 𝑘 − 𝑝 − 𝑞), meaning that the degrees of freedom (18-1-0), (𝜒2
(.05,17) = 27.59)to confirm 

the good matching of the observed values to the predicted values.  
 

3.7. Comparison Between Bootstrap and ARIMA Models 
The Bootstrap method outperforms the ARIMA model in both Mean Absolute Error (MAE) and 

Mean Absolute Percentage Error (MAPE), indicating that the Bootstrap method provides more 
accurate forecasts. To evaluate and compare the efficiency of the Bootstrap method and the ARIMA 
time series method in forecasting, several metrics can be used. The most common metrics include Root 
Mean Squared Error (RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), 
Pearson Correlation, Mean Squared Error (MSE). For this study, we focus on MAE and MAPE due to 
their widespread use in forecasting accuracy assessments. 

 
3.8. Mean Absolute Error (MAE) 

MAE measures the average magnitude of errors in a set of forecasts, without considering their 
direction. It is calculated using the formula: 

                                            𝑀𝐴𝐸 =
∑ |𝑥𝑖|𝑛

𝑖=1

𝑛
                                                       (12) 

where: 

• 𝑥𝑖: Error value which is the difference between the actual value and the predicted  
value, (𝑦𝑖 − 𝑦�̂�) 

• n: Number of data. 
 

3.9. Mean Absolute Percentage Error (MAPE) 
MAPE measures the average absolute percentage difference between the actual and predicted 

values. It is calculated using the formula 
 

        𝑀𝐴𝑃𝐸 =
∑ (

|𝑥𝑖|

𝑦𝑖
)𝑛

𝑖=1

𝑛
                                                   (13) 

where:  

• 𝑥𝑖: Error value which is the difference between the actual value and the predicted  
value, (𝑦𝑖 − 𝑦�̂�) 

• 𝑦𝑖: The actual value 

• n: Number of data 
Figure 1 compares the predictive performance of the Bootstrap and ARIMA models by plotting 

predicted values against actual observed values. The Bootstrap method enhances prediction and it 
suggests that the model effectively captures data patterns. Further validation can be conducted using 
error metrics like RMSE, MAE, and R² to quantify predictive performance. 
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Figure 1.  
Prediction vs. Actual Values for a) Bootstrap and b) ARIMA. 

 
From the Table 6, it is evident that the Bootstrap method has lower values for both MAE and 

MAPE compared to the ARIMA (2,1,0) model. This indicates that the Bootstrap method yields 
predictions that are closer to the actual values than those made by the ARIMA model. 

 
Table 6.  
Comparison between bootstrap and ARIMA (2,1,0). 

 Bootstrap ARIMA(2,1,0) 

MAE 0.5098 0.542 

MAPE 0.2723 27.558 

 
The Table 7 provides the forecast for wheat production in Iraq from 2021 to 2026, along with the 

Upper Control Limit (UCL) and Lower Control Limit (LCL) for each year. 
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Table 7.  
Forecast for production of wheat in Iraq. 

Model 25 26 27 28 29 30 

Production in million tons-Model_1 
Forecast 5.9 5.2 5.6 6.2 6.3 6.2 
UCL 11.5 12.8 14.6 17.1 18.7 20.1 

LCL 2.7 1.6 1.6 1.7 1.4 1.2 

 
The Figure 2 displays observed wheat production in Iraq from 1997 to 2020, along with the 

forecasted wheat production for the period from 2021 to 2026, measured in million tons. 
 

 
Figure 2.  
Observed and forecast for production of wheat in Iraq. 

 

4. Conclusion  
A model describing the relationship between the amount of wheat production in Iraq and the 

production costs of this strategic crop, using the bootstrap method and the ARIMA time series method. 
Comparing the estimated equation of wheat production in Iraq using the bootstrap method and the 
estimated equation using the time series method. Both equations are important, and explain the 68% 
change in the amount of wheat production. We find that the bootstrap method is not able to resolve the 
presence or absence of a autocorrelation between the residuals (using the Darbin Watson test), while the 
time-series method ensures that there is no autocorrelation between the residuals. A forecast has been 
made for the quantity of wheat production in Iraq until 2026. 
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